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Abstract 

Relation classification is an essential task in 

NLP to identify relationships between 

entities. The state-of-the-art methods for 

relation classification are primarily based 

on deep learning and pre-trained BERT 

methods. This paper presents U-Bert and T-

BERT methods and is submitted to the 

Second Workshop on NLP Solutions for 

Under Resourced Languages 

(NSURL2021) (Taghizadeh et al., 2021). In 

this paper, we focus on the optimal use of 

the syntactic features in pre-trained 

language models. First, we extract the 

syntactic properties and then feed them by 

a new embedding layer. This work achieved 

third place in NSURL-2021 task 1: 

Semantic Relation Extraction in Persian. 

Our results in this competition are 59.44 

and 57.6 macro-average F1-score, 

respectively, in U-BERT and T-BERT 

evaluation.   

1 Introduction 

One of the main tasks in NLP is the relation 

classification which predicts semantic relation 

between two tagged entities in a sentence 

(Hendrickx et al., 2019). Various NLP applications 

such as information extraction, document 

summary, knowledge base population, and 

question answering use the relation classification.  

According to the syntactic structures of 

sentences, using the information of Shortest 

Dependency Path (SDP) is a popular way in most 

solutions for relation classification in sentences 

(K. Xu et al., 2015; Y. Xu et al., 2015). However, 

                                                           
* Equal contribuation 
† Corresponding author 

the use of SDP increases the parsing time of the 

sentence exponentially as the sentence length 

increases (Lee et al., 2019). Using pre-trained 

language models such as BERT causes good 

results that have been reported for the relation 

classification without considering syntactic 

features directly (Wu and He, 2019; Wang and 

Yang, 2020). But syntactic information still plays 

an influential role in NLP applications 

(Kiperwasser and Ballesteros, 2018). Therefore, 

researchers have proposed solutions to effectively 

add the syntax tree to pre-trained transformers (Bai 

et al., 2021; Sundararaman et al., 2019). 

This paper applies the pre-trained BERT model 

for relation classification and uses syntactic 

information in Embeddings Level. In the first 

method, called the U-BERT, two solutions have 

been considered to improve the algorithm's 

accuracy. The first solution is based on the 

inequality of the number of samples during 

training in different classes. By oversampling the 

samples into smaller classes, we covered the 

inequality. In the second solution, we used the 

Pairwise ranking loss function to reduce the effect 

of the "Other" class. 

In the second method, called the T-BERT, we 

use sentence syntax features. The relation 

classification problem depends on the SDP in the 

dependency tree. Therefore we use a new 

embedding layer at the input of the BERT network, 

called Dependency Tree Embedding. Dependency 

Tree Embedding is obtained from Part-of-Speech 

(POS) Tag and Dependency Tree Tag in Persian. 

We use HAZM tools1  in the Persian language to 

extract POS and Dependency Tree tags. Moreover, 

we apply the average Entity Words for 

1 https://github.com/sobhe/hazm 
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classification. Our contributions in this paper are 

as follows: (1) we put forward an innovative 

approach to exploit syntax-level information for 

relation classification in the Persian dataset. (2) We 

apply syntactic information without degrading the 

model's pre-trained knowledge.  

The remainder of this paper is organized as 

follows. Section 2 provides a summary of the 

related literature. In Section 3, we introduce the 

applied methodology, dataset, pre-processing, and 

model architecture. We Presented Experimental 

results and discussed them in Section 4. Finally, in 

section 5, we conclude our work and propose 

future careers. 

2 Related Work 

In recent years, a variety of methods proposed by 

researchers for relation classification. We could 

divide the Relation classification methods into 

non-neural-based models (Rink and Harabagiu, 

2010) and neural-based models (Tai et al., 2015; 

Socher et al., 2012). Regarding the broad 

application of deep learning, many works use deep 

neural networks to perform the relation 

classification task. Applied neural and deep 

learning models include supervised (Socher et al., 

2012; Zeng et al., 2014) and distant supervised 

(Min et al., 2013) based on the labeling of the 

dataset. Deep neural network categorized into two 

groups for the relation classification task, 

including the End-to-End model (Socher et al., 

2012; Zeng et al., 2014) and SDP-based model (X 

et al., 2015; Socher et al., 2012; Liu et al., 2015; Y. 

Xu et al., 2015).  

Among End-to-End- methods, R-BERT (Wu 

and He, 2019) and BERTEM-MTB (Soares et al., 

2019) methods marked entities with special 

tokens. The tokens before and after each entity are 

different in the R-BERT and BERTEM-MTB 

methods. Furthermore, Wang and Yang (Wang and 

Yang, 2020) utilized BERT and attention-based 

Bi-LSTM (Att-Bi-LSTM).  

Syntactic characteristics play a critical role in 

the relation identification in a sentence. The 

grammatical relations and structure of a sentence 

show a dependency tree (Culotta and Sorensen, 

2004). When subjects and objects are long-

distance, some neural network models suffer from 

irrelevant information. Xu et al. (K. Xu et al., 

2015) proposed learning more robust relation 

representations based on the SDP through a 

convolution neural network. Some studies have 

attempted to incorporate syntactic information 

structures into their network architectures, such as 

Tree-LSTM (Tai et al., 2015) and Linguistically-

informed self-attention (LISA) (Strubell et al., 

2018).  

The use of language models such as BERT 

(Devlin et al., 2018), RoBERTa (Joshi et al., 2020), 

and T5 (Raffel et al., 2019) has shown remarkable 

results in various language processing tasks. Tao et 

al. (Tao et al., 2019) showed that synthetic 

indicators, specific phrases, and words like 

propositions contained information to find 

semantic relationships. They use the BERT 

network to take advantage of both semantic and 

syntactic methods. Since the entity provides only a 

small amount of information for categorization, 

they used 'syntactic indicators.' Sundararaman et 

al. introduced Syntax-Infused Transformer and 

BERT models for Machine Translation and 

Natural Language Understanding (Sundararaman 

et al., 2019). As novel contributions, they fed in 

syntax information to modify pretrained 

BERTBASE embeddings, and the performance of 

BERTBASE + POS outperforms BERTBASE on many 

GLUE benchmark tasks was calculated.  

Bai et al. (Bat et al., 2021) proposed a novel 

framework named Syntax-BERT for relation 

identification. Reported experiments based on 

Syntax-BERT verify the effectiveness of syntax 

trees and show better performance over multiple 

pre-trained models, including BERT, RoBERTa, 

and T5. Some studies (Hewitt and Manning, 2019; 

Jawahar et al., 2019) have shown that pre-trained 

transformers can implicitly learn certain syntactic 

information from sufficient examples. However, 

Bai et al. (Bai et al., 2021) showed that there was 

still a big gap between the syntactic structures 

which are implicitly learned and the syntactic trees 

created by human experts as a target point.  

For Extracting the relation from the text in 

Persian, the non-neural network method has been 

utilized (Saheb-Nassagh et al., 2020; Rahat and 

Talebpour, 2018; Fadaei and Shamsfard, 2010). 

These works have used syntactic features. Fadaei 

and Shamsfard (Fadaei and Shamsfard, 2010) 

proposed a relation extraction system for the 

Persian language. They used raw texts and 

Wikipedia articles to learn conceptual relations. 

Saheb-Nassagh and et al. introduced RePersian as 
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a relation extraction method (Saheb-Nassagh et al., 

2020). RePersian depends on POS tags of a 

sentence and particular relation patterns extracted 

from the analysis of sentence structures. Rahat and 

Talebpour (Rahat and Talebpour, 2018) proposed a 

novel OIE extractor named Parsa that 

encompasses tree-structured patterns. It applies an 

efficient matching technique for pattern trees and 

a function for extraction confidence measurement. 

Moreover, Asgari-Bidhendi et al. (Asgari-

Bidhendi et al., 2021) address Persian relation 

extraction utilizing language-agnostic algorithms. 

It used six neural and non-neural models for 

relation extraction on the bilingual dataset. The 

non-neural model was set as the baseline, while 

one CNN-based model, two RNN-based models, 

and two deep learning models were fed by 

multilingual-BERT contextual word 

representations.  

3 Methodology 

Theoretically, models based on transformer 

architecture can derive semantic and syntactic 

features of the language. But, these models must 

be trained with sufficiently diverse and large 

datasets. Some works (X et al., 2015; Socher et al., 

2012; Liu et al., 2015; Y. Xu et al., 2015) provide 

a superficial understanding of the syntactic 

features in natural language to solve explicit 

training on syntactic features. In the learning task 

for the relation classification, knowing the position 

and type of the verb, prepositions, and other terms 

in the sentence can help distinguish different 

classes. The hypothesis uses the sentence 

dependency tree, which paves the way for 

recognizing the relationship between sentence 

entities. It has been substantiated in several kinds 

of research, including (Bai et al., 2021). 

To learn the syntactic properties of the language, 

first, we extracted the syntactic properties of each 

word in the sentence using the dependency tree. 

Then the words were broken into the sub-words by 

BERT-tokenizer, and we designed an additional 

layer to embed the syntactic information. This 

additional layer was trained with different learning 

rates to eliminate the model's shortcomings in 

learning syntactic information. 

3.1 Dataset and Preprocessing 

We used a Persian edition of the famous semeval 

2010-task8 database, translated into Persian 

(Asgari-Bidhendi et al., 2021). In the first step of 

pre-processing the dataset, all records whose 

structure contradicted the valid structure (legal and 

non-empty tags) were discarded. Entities tags in 

each record were then removed to match the 

sentence structure with the standard language. The 

sentence was then converted to a dependency tree 

using the HAZM dependency parser. The label 

corresponding to the syntactic features of each 

word consists of POS tags and a grammatical role 

in the dependency tree. In addition, indicator signs 

are exploited for entities to localize them for the 

model. 

The imbalance in the classes in the database 

made us use weighted sampling to help supply 

more samples in the smaller classes. First, the 

frequency of each class was added, then the 

probability of a sample in each class is the inverse 

ratio of class frequency/total frequency. Sample 

counts before and after filtering for each class are 

presented in Table 1.   

 

Category 

Before 

filtering 

(e1-e2)/(e2-e1) 

After filtering 

(e1-e2)/(e2-e1) 

Other 1410 1374 

Component-

Whole 
470/ 471 454/ 449 

Instrument-

Agency 
97/ 407 95/ 397 

Member-

Collection 
78/ 612 75/ 601 

Cause-Effect 344/ 659 333/ 637 

Entity-Destination 844/ 1 827/ 1 

Content-Container 374/ 166 364/ 161 

Message-Topic 490/ 144 481/ 140 

Product-Producer 323/ 394 314/ 384 

Entity-Origin 844/ 148 553/ 138 

Table 1: Distribution of samples in different classes 

before and after filtering samples in the wrong format 

3.2 Model Architecture 

In the U-Bert method, we use the BERT model for 

task relation classification. We considered two 

solutions to improve the accuracy of the algorithm. 

The first solution is based on the inequality of 

samples during training in different classes, and we 

applied oversampling the samples in smaller 

classes to cover the inequality. Our analysis 

showed that the “other” class is the noisiest. In the 
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second solution, we used the Pairwise ranking loss 

function to reduce the effect of the “other” class.  

The main characteristic of the proposed T-

BERT method is the use of sentence syntax 

features. Since the relation classification problem 

depends on the shortest dependency path problem 

in the dependency tree, this feature inspires the use 

of a new embedding layer at the input of the BERT 

network. In this step, the vector for each word is 

reinforced with Pos Tag and Dependency Tree Tag. 

We use available tools in the Persian language to 

extract Pos and Dependency Tree tags. In addition 

to the Bert network output, we apply the average 

Entity Words for classification. 

To use the syntactic properties extracted in the 

previous section, we add a new layer to the 

embedding part of the BERT architecture. This 

layer is precisely like the other embedding layers 

in terms of quantification and initialization 

strategy (𝐸 ~ 𝑁(0, 0.02)), called dependency tree 

embedding (𝐸𝐷𝑇). Then we add this layer's output 

to other embeddings, including token embeddings 

( 𝐸𝑇 ), positional embeddings ( 𝐸𝑃 ), and 

segmentation embeddings (𝐸𝑆). 

𝐸 = 𝐸𝑇 + 𝐸𝑃 + 𝐸𝑆 + 𝐸𝐷𝑇 (1) 

The only difference between this layer and 

other embedding layers was the learning rate 

during the training phase. According to Figure 1, 

there are four different embeddings for each sub-

word, the first three were trained in the pre-training 

phase, but the last was filled with random 

initialization. Complementary information on the 

number of tokens and the initialization probability 

distribution function is presented in Table 1. After 

passing the embedding of input tokens through the 

BERT network, their semantic display in the 𝑥 ∈

 R768    space would appear. They are marked as 

𝑋0, 𝑋1, 𝑋2 … 𝑋𝑚𝑙 in Figure 1. The vector for each 

entity (𝐸1 and 𝐸2) is converted to a 768 𝑑 vector 

using the mean operation. 

𝐸1 = 𝑚𝑒𝑎𝑛([𝑋𝑖  𝑓𝑜𝑟 𝑖 ∈  𝑒𝑛𝑡𝑖𝑡𝑦1]) (2) 

𝐸2 = 𝑚𝑒𝑎𝑛([𝑋𝑖  𝑓𝑜𝑟 𝑖 ∈  𝑒𝑛𝑡𝑖𝑡𝑦2]) (3) 

After longitudinal concatenation, these two 

vectors are projected to 19𝑑 space through a dense 

layer of neurons with bias. This layer is equipped 

with a dropout, and the probability is presented in 

Table 1: Distribution of samples in DIFFERENT 

classes BEFORE and after filtering samples in the wrong 

format 

 

𝑙𝑜𝑔𝑖𝑡𝑠 = (𝑊[𝐸1; 𝐸2] + 𝑏) (4) 

4 Experimental Results and Discussion 

Two apparent challenges in classifying 

relationships are the high noise in the "Other" class 

and the imbalance between classes, making it 

difficult to distinguish between classes. Table 1 

clearly shows the considerable difference between 

the number of samples in different classes. This 

study tries to improve class imbalance and noisy 

samples in the "Other" class by choosing the Loss 

function under the problem structure. Using 

Pairwise Ranking Loss would eliminate the error 

surface sensitivity to "Other" class noisy samples. 

We utilized dropout to prevent the network from 

overfitting.  

 

 

 

Figure 1: Model architecture determines the location of entities in the sequence by using the markers. 
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In addition, weighted sampling increases the 

chances of supplying samples related to smaller 

classes. Table 2 depicts the hyper-parameters 

related to the loss function and the weighting 

sampling method during the training phase. After 

filtering in the pre-processing phase, the number of 

training samples was equal to 7778 , and the 

number of test samples was 2653. The maximum 

length in the training samples is 83, including 

special tokens. The batch size used in the training 

process was equal to 16. The learning rate was 

related to all network parameters except the 

embedding layer related to syntactic features 

equals 5𝑒 − 5. The cosine scheduler is used along 

with the learning rate decay mechanism with a 

coefficient of 1.1. Table 3 shows the results of the 

evaluation reported by competition for our models. 

Based on the obtained results, macro-average F1-

score are 59.44 and 57.6 in U-BERT and T-BERT 

evaluation, respectively2. 
 

Parameters Value 

Dependency Tree Embedder Learning Rate 0.0001 

Positive Margin 1.75 

Loss Gomma 2 

Negative Margin 0.25 

Drop_out Ratio 0.45 

Table 2: Hyperparameter details 

 

U-BERT T-BERT 

Cause-Effect 58.33 56.74 

Content-Container 50.91 49.14 

Entity-Destination 69.48 71.43 

Entity-Origin 59.06 56.93 

Instrument-Agency 66.92 59.93 

Member-Collection 47.23 43.87 

Message-Topic 65.93 60.95 

Other 28.97 27.34 

MACRO-averaged-F1 59.44 57.6 

Table 3: THE MACRO-averaged-F1 of U-BERT and 

T-BERT methods on the test dataset. 

To analyze the effect of adding syntactic 

information to U-BERT in Transformers models 

for the Persian language, we applied the 

combination of T-BERT and U-BERT. Table 4 

shows the number of direction errors, precision, 

recall, and F1-score  based on two methods for 

                                                           
2 Code is available at    

https://github.com/DeepKBQA/Pre-

Trained-Language-Model-for-Relation-

Extraction-Using-Syntactic-

Information 

each class: the combination of T-BERT and U-

BERT (top-row) and U-BERT (bottom row). The 

precision and recall are scorer script v1.2 of the 

semeval-task 8. Precision is calculated by 

tp/(tp+fp+direction error) and recall is obtained by 

tp/(tp+fn). Based on the obtained results, F1-score 

is 71.32 for the combination of T-BERT and U-

BERT methods and 70.65 for the U-BERT 

method. It shows that by adding syntactic 

information to U-BERT, we achieve better results. 

The results show fewer direction errors for the 

combination of T-BERT and U-BERT methods. 

Therefore, this combination predicts a better 

relation direction in most classes than the U-BERT 

model. Furthermore, in two classes, Instrument-

Agency and Product-Producer, the combination of 

T-BERT and U-BERT methods have the greatest 

improvement in relation detection. 
 

Class name 
# Direction 

errors 
Precision Recall 

F1-

Score 

Component-

Whole 

45 56.76% 56.95% 56.85% 

45  56.55% 60.00% 58.22% 

Instrument-

Agency 

2 73.45% 53.55% 61.94% 

4  64.84% 53.55% 58.66% 

Member-

Collection 

7  72.96% 62.45% 67.29% 

6  71.43% 65.50% 68.34% 

Cause-

Effect 

13  83.54% 83.02% 83.28% 

14  79.53% 83.95% 81.68% 

Entity-

Destination 

1  84.05% 87.24% 85.62% 

1  83.56% 85.86% 84.69% 

Content-

Container 

1  78.07% 78.07% 78.07% 

2  78.46% 81.82% 80.10% 

Message-

Topic 

4  69.88% 71.83% 70.84% 

12  68.07% 76.98% 72.25% 

Product-

Producer 

13 68.78% 62.39% 65.43% 

21  63.41% 57.52% 60.32% 

Entity-

Origin 

3  76.52% 69.02% 72.58% 

3  74.79% 68.63% 71.57% 

MACRO-averaged result 

(excluding “Other”): 

73.78% 69.39% 71.32% 

71.18% 70.42% 70.65% 

Table 4: Number of Direction errors, precision, 

recall, and F1-Score for two methods for each 

class: the combination of T-BERT and U-BERT 

(top-row) and U-BERT (bottom row). 

5 Conclusion 

This paper presented U-Bert and T-BERT's 

methods, submitted to the Second Workshop on 
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NLP Solutions for Under Resourced Languages 

(NSURL2021). We emphasized the syntactic 

features in pre-trained language models. Based on 

the obtained results, macro-average F1-score are 

59.44 and 57.6 in U-BERT and T-BERT evaluation, 

respectively. Furthermore, we proposed a new 

method by combining T-BERT and U-BERT to 

show the effect of adding syntactic information to 

U-BERT in Transformers models for the Persian 

language. The results depict better performance in  

F1-score in most analyzed classes. 
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