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Abstract

We perform neural machine translation of
sentence fragments in order to create large
amounts of training data for English gram-
matical error correction. Our method aims
at simulating mistakes made by second lan-
guage learners, and produces a wider range
of non-native style language in comparison
to state-of-the-art synthetic data creation
methods. In addition to purely grammatical
errors, our approach generates other types
of errors, such as lexical errors. We per-
form grammatical error correction experi-
ments using neural sequence-to-sequence
models, and carry out quantitative and qual-
itative evaluation. A model trained on
data created using our proposed method is
shown to outperform a baseline model on
test data with a high proportion of errors.

1 Introduction

Grammatical error correction (GEC) is the task
of detecting and correcting grammatical errors
in texts, typically written by second language
learners. Current state-of-the-art GEC approaches
are based on neural machine translation (NMT)
(Grundkiewicz et al., 2019). As in other natural lan-
guage processing tasks, neural approaches to GEC
rely on large quantities of task-specific data, that
is, sentence pairs consisting of erroneous source
text coupled with corrected target text. However,
in-domain GEC data is scarce, and a number of
solutions to the data sparsity problem have been
proposed recently, often by introducing artificially
created GEC data into the training process.

Some error generation approaches also depend
on error-annotated authentic learner data. For ex-
ample, Felice and Yuan (2014) introduce errors
probabilistically with error probabilities that are
estimated using a learner corpus. Rozovskaya

et al. (2014) train error detection and classifica-
tion models on annotated data, focusing on verb
errors. Other methods dispense with the need for
annotated data, such as approaches based on in-
verted spell-checkers and heuristic error genera-
tion (Grundkiewicz et al., 2019; Grundkiewicz and
Junczys-Dowmunt, 2019).

To alleviate the data sparsity problem, in this
work we propose to use NMT to produce artificial
training data, simulating real errors made by lan-
guage learners. For instance, to produce English
text with errors, we use NMT models to translate
sentence fragments from other languages to En-
glish, and then combine the translated fragments
to form our erroneous source data. Similar ma-
chine translation approaches to GEC data creation
have been proposed before. For example, Rei et al.
(2017) use a statistical machine translation model
trained on reversed learner data, using the corrected
sentences as source data and erroneous sentences as
targets. Kasewa et al. (2018) extend this approach
and use an NMT model to produce errors. Htut and
Tetreault (2019) perform extensive experiments on
several neural models, likewise trained on learner
data to generate errors.

Our contribution is to split the foreign-language
source sentences into shorter fragments in order to
limit the context that is available to the machine
translation system. The rationale for doing this is to
produce text that contains artefacts from the foreign
language. Since the NMT system needs to trans-
late shorter fragments without the proper context,
we expect it to produce more literal translations
and to be less able to produce correct agreement
between different parts of speech. Additionally,
polysemy may prompt the system to suggest trans-
lations of a synonym in the foreign language, which
is not a synonym in English. The creation of syn-
thetic training data involves further steps, which
are described in Section 2. Model training is ex-
plained in Section 3. In Section 4 we evaluate our



approach quantitatively against a strong baseline
(Grundkiewicz et al., 2019) and make some quali-
tative assessments.

2 Training data

The creation of our training data involves the fol-
lowing steps:

1. English sentences aligned with sentences of
other languages are used as data.1 Our parallel
text data are retrieved from the OpenSubtitles
(Lison and Tiedemann, 2016) and Europarl
(Koehn, 2005; Tiedemann, 2012) collections.2

2. The non-English sentences are split randomly
into chunks of an average length of three word
tokens.

3. Each sentence chunk in isolation is translated
into English using OPUS-MT machine trans-
lation models from HuggingFace (Tiedemann
and Thottingal, 2020). N-best lists containing
up to ten alternate translations for each chunk
are produced.

4. Full English sentences are created by concate-
nating chunks from the n-best lists. Ten dif-
ferent alternate full sentence translations are
generated for each source sentence by combin-
ing chunks at random, proportionally to the
translation scores of the chunks. Our aim is to
obtain English translations that contain errors
influenced by the source language. The origi-
nal English sentence from the parallel corpus
serves as a correct reference translation. Ex-
amples are shown in Table 1.

5. In theory, for each sentence in our data we
now have ten artificially created, erroneous
English sentences. However, many of the
synthetic sentences do not resemble authen-
tic human-produced erroneous sentences. We
therefore discard a significant portion (60 %)
of the synthesized sentences by sampling for
an error distribution that is closer to the error
distribution of authentic data, represented by
our development sets. This leaves us with just

1These languages, which have been chosen to represent
both European and Asian languages from different language
families are the following: Danish, Dutch, Finnish, French,
German, Italian, Japanese, Korean, Latvian, Portuguese, Rus-
sian, Spanish, and Swedish.

2Available for download at: https://opus.nlpl.
eu/

23 % of the words of our original set, reflect-
ing the fact that longer sentences are more
likely to be discarded.

6. The above mentioned sampling of sentences
requires us to be able to compare error distri-
butions between authentic and synthetic data.
First we POS tag the sentence pairs and align
them automatically using minimum string edit
distance coupled with some heuristics taking
into account part of speech and inflection. The
alignment algorithm is similar but not identi-
cal to ERRANT (Bryant et al., 2017; Felice
et al., 2016). This procedure is illustrated in
Table 2. From the alignments we extract tri-
grams consisting of a correction operation in
the context of one preceding and following
token, such as PRP ins(MD) VBP (“insert a
modal verb between a pronoun and a verb in
non-third person singular form”) or ins(DT)
ins(JJ) NN (“insert an adjective between an
inserted determiner and a noun in singular”).
These automatically extracted trigrams consti-
tute our correction types. Their frequency dis-
tributions are not the same across the authentic
and synthetic data. We filter the synthetic data
by keeping sentence pairs that contain com-
binations of correction types that are highly
likely to occur in authentic data and discard
sentence pairs with low-probability correction
types.

2.1 Final training sets

We carry out experiments using systems trained
on four different training sets. We create one data
set using our method that matches the word count
of the Baseline comparison. In addition, we cre-
ate two smaller data sets using both the Baseline
method and ours on the same correct target sen-
tences in order to control the effects of data do-
main.

• Baseline: We compare our own training
scheme to a system trained on the training
set created by Grundkiewicz et al. (2019).
They propose an unsupervised data genera-
tion method based on confusion sets from
spellcheckers. For each source sentence in the
news crawl data used for training, they replace
a random number of tokens with a substitute
from the vocabulary item’s confusion set. In



de-src Während / du / bewusstlos im / Krankenhaus / lagst, sind / die Ärzte mit / diesen / Testergebnissen / zu / Daniel
gekommen.

en-tgt During / you / unconscious in / Hospital / the / doctors with / the / Test results / to / Daniel came.
en-ref While you were unconscious in the hospital, the doctors came to Daniel with these test results.
ru-src И никогда не / переставал / думать о / тебе.
en-tgt And never / I stopped / to think about / You.
en-ref I never stopped thinking about you.
fr-src Il est / vrai que toutes les / histoires ne peuvent avoir une fin heureuse, mais pour Jules / Daly, la rêveuse de Buffalo,

/ l’histoire ne / fait que commencer.
en-tgt It is / true that all / stories can’t have a happy ending, but for Jules / Daly, Buffalo’s dreamer, / history / Just

start.
en-ref It is true not all tales have happy endings, but then for Jules Daly, the dreamer from Buffalo, the story is just

beginning.
ja-src もし君が生き残れたら /一生懸命に働いたからだ
en-tgt And if you survive, / Because you worked hard.
en-ref If you live, you have worked very hard indeed.
fi-src Koulu / on - / lähettänyt / minut useammalle / terapeutille kuin / sinulla / on ollut huonoja / treffejä.
en-tgt School / is / sent / me to more / for a therapist / you / has been bad / Date.
en-ref This school has sent me to more therapists than you’ve had bad dates.

Table 1: Sentences in other languages (*-src) are split into chunks (e.g., / bewusstlos im /), and each
chunk in isolation is translated automatically into English. By concatenating the chunks we obtain English
sentences containing errors (en-tgt), for which correction hypotheses exist in the form of the English
reference translations (en-ref).

addition, they probabilistically delete and in-
sert random tokens, as well as swap adjacent
tokens in the sentence. They also introduce
additional noise at the character level using
similar operations. Although these operations
introduce some syntactic and word order mis-
takes, the method does not excel at producing
more complex syntactic errors, errors that re-
quire extensive reordering of the sentence, or
errors that result from L1 influence.

• Chunks: We produce a training set using our
method, which is sampled to contain the same
number of words as the Baseline (4.6 billion
words).

• Chunks-small: We produce a training set us-
ing our method such that the data set contains
only unique target sentences. This smaller
set contains approximately 650 million word
tokens and allows for faster model training.

• Baseline-small: We use the Baseline data cre-
ation method on the same target sentences as
in the Chunks-small set.

3 Model training

We build on the system described in Grundkiewicz
et al. (2019). We choose not to make changes to the
model or training parameters in order to isolate the
effects of our data creation method and ensure a fair
comparison. The same training setup is used for

all models, with modifications only in the training
sets. Specifically, we use their “Transformer Big”
architecture, with 6 self-attention layers, 16 atten-
tion heads, embeddings vectors of size 1024, and
feed-forward hidden size of 4096 with ReLU acti-
vation functions. We also tie the encoder, decoder,
and output embeddings.

We also adopt the training setup of Grund-
kiewicz et al. (2019), and train our models with
the Marian toolkit (Junczys-Dowmunt et al., 2018).
The models are first pretrained on the synthetic
data for a maximum of 5 epochs. After pretrain-
ing, we finetune the best model checkpoint using
the following corpora: FCE (Yannakoudakis et al.,
2011), NUCLE (Dahlmeier et al., 2013), W&I-
LOCNESS (Bryant et al., 2019; Granger, 1998),
and Lang-8 (Mizumoto et al., 2012). We use the
W&I-LOCNESS development set for validation
during training.

We use early stopping with a patience of 10 with
ERRANT F0.5 score on the W&I+locness devel-
opment set used as the early stopping criterion.
The checkpoint with the highest F0.5 score is cho-
sen for further finetuning. We choose the ADAM
optimizer, a learning rate of 0.0002 and a linear
warmup for 8k updates. We use Marian’s option
to dynamically fit mini-batches to GPU memory,
and train our models using 4 Nvidia Volta V100
GPUs (32GB RAM). In addition, we use strong reg-
ularization, which has been found useful in GEC
systems, with dropout probabilities of 0.3 between



Learner sentence: We had enjoy time .
Correction: We had a great time .
Alignment: PRP VBD del(VB) ins(DT) ins(JJ) NN .
Synthetic sentence: You be the the old donkey of the forestry
Correct reference: You ’ll be the oldest donkey in the forest .
Alignment: PRP ins(MD) VBP del(DT) DT inf(JJS) NN del(IN) ins(IN) DT typ(NN) ins(.)

Table 2: Pairs of sentences with alignments. The upper example is an authentic sentence produced by a
language learner accompanied by a correction (target hypothesis) proposed by a teacher. The alignment is
a sequence describing how to modify the learner sentence into the corrected one. It reads as follows: PRP:
keep pronoun (“we”), VBD: keep verb in past tense (“had”), del(VB): delete verb in infinitive (“enjoy”),
ins(DT): insert determiner (“a”), ins(JJ): insert adjective (“great”), NN: keep noun in singular (“time”), .:
keep punctuation. The lower example is analogous, but the alignment is between a synthetically produced
sentence and the correct English reference. This alignment sequence contains a few more correction types:
inf(JJS): change inflection of adjective into superlative (“oldest”), typ(NN): fix typo in noun in singular
(the word “forestry” is here classified as a spelling error by the algorithm).

W&I-LOCNESS YKI
Baseline 66.44 52.63
Chunks 65.44 53.41
Baseline-small 60.09 46.66
Chunks-small 59.89 49.73

Table 3: F0.5 scores for the four models on the two
test sets. F0.5 is a weighted harmonic mean of pre-
cision and recall, where precision is accentuated.

layers, 0.1 for self-attention and feed-forward lay-
ers, 0.3 for entire source token embeddings, and
0.1 for target embeddings.

4 Evaluation

We report results on two different data sets. We
use the W&I-LOCNESS set, which was used as
official test data in the BEA19 GEC shared task
(Bryant et al., 2019), as well as a subset of the
English portion of learner texts derived from the
Finnish National Certificates of Language Profi-
ciency exams (YKI).3 We do not use the YKI data
as a blind test set, but instead use it to qualitatively
analyze differences in model predictions. Still, no
part of the YKI data was used during training or
development of the models.

We compare our results with those reported by
Grundkiewicz et al. (2019), whose system achieved
first place in the BEA19 GEC shared task. However
due to limited resources we do not train an ensem-
ble of models, but instead take a single left-to-right

3Available for research purposes from the Centre for Ap-
plied Language Studies at the University of Jyväskyla, Finland:
http://yki-korpus.jyu.fi/

model from Grundkiewicz et al. (2019) as base-
line. Their best system uses an ensemble approach
with right-to-left and language model reranking
and achieves a higher F0.5 score of 69.47 on the
W&I-LOCNESS test set.

The upper part of Table 3 compares our Chunks
model with the baseline by Grundkiewicz et al.
(2019). The Baseline model performs best on W&I-
LOCNESS with a one absolute point difference
compared to our model. However, our model out-
peforms the Baseline on YKI. These results sug-
gest that our data creation method might be suitable
when correcting noisier source sentences, as YKI
generally contains more challenging language with
more errors than W&I-LOCNESS.

The lower part of Table 3 demonstrates that the
trends are the same for the smaller models, in which
we match the data domain in training. That is, the
Baseline is no longer trained on news data but on
OpenSubtitles and Europarl. The results are lower
overall due to the smaller data size. The Baseline
outperforms our model on W&I-LOCNESS also in
this setting, although by a smaller margin. How-
ever, the performance gap on YKI increases by
approximately two absolute points in favor of our
model, offering additional support that our method
can improve performance on noisy data. To bet-
ter understand differences between the models, we
examine their predictions on the same source sen-
tences, as described in the next section.

4.1 Qualitative assessment

We have taken a closer look at the corrections made
by the Baseline and Chunks models on the 320



sentences in the YKI data set. The results are sur-
prisingly similar although the models have been
trained on different text corpora, into which errors
have been introduced using different methods. The
Chunks model suggests slightly more corrections
on average than the Baseline, yielding a somewhat
higher recall and lower precision.

It is interesting to see that the Chunks model
performs quite well on misspelled words (broblems,
i’ts, beatyfull) although it has not been explicitly
trained to correct spelling mistakes, in contrast to
the Baseline method. In the training data of the
Baseline, spelling errors have been introduced by
random sampling, whereas the models based on
machine translated data generally do not contain
any spelling mistakes, as machine translation does
not generate them. Yet, it appears that the Chunks
model corrects spelling errors at least as well, if not
better, than the Baseline. The latter model leaves
word forms, such as wery, nicier and higing (for
hiking) unchanged.

When it comes to choosing the correct spelling in
context, the Chunks model distinguishes between
the different usages of prize and price (“The prize
for you is betveen 1500-1700 euros.”), and it has
in fact been trained on almost 4000 sentence pairs
in which prize is corrected to price in context. The
Baseline does not make this correction.

None of the models manage to correct the sen-
tence “I have old but wery fine cun selling.”. Firstly,
the models fail to change cun into gun. Secondly,
one could have expected the Chunks model to see
the connection between selling and for sale, since
there are 800 training examples containing that
substitution, but for some reason this particular test
sentence does not trigger the desired change.

Many of the sentences in the YKI corpus are in-
deed hard to interpret without broader world knowl-
edge; The Chunks model corrects the sentence “If
it isn’t help then you will ask for help to polish-
man” into “If it doesn’t help then you will ask the
Polishman for help.”. However, the correct person
to ask for help here would be the police man. In
another sentence, “I begin hobbies about 12 yers.”,
the model would somehow need to understand that
the person picked up hobbies at the age of twelve
rather than twelve years ago.

Additionally, we have examined the W&I-
LOCNESS development set, although it has been
used as a stopping criterion in the training, which
may bias the results slightly. The F0.5 scores on

the dev set are the same for both the Baseline and
the Chunks model (52.6 %). This is considerably
lower than for the final test set (65.4 - 66.4 %), sug-
gesting that the test set is less challenging than the
dev set. Compared to the YKI data, even the W&I-
LOCNESS dev set seems cleaner and appears to
contain fewer mistakes. It is hard to see significant
differences in performance between the models.
For 65 % of the sentences, the Baseline and the
Chunks model produce exactly the same correc-
tions. The corresponding figure for the YKI set is
57 %.

5 Discussion and conclusion

We have shown that our model rivals a competitive
baseline, a left-to-right model by Grundkiewicz
et al. (2019), which was one component of an en-
semble model that performed best in the BEA19
GEC shared task. We did not yet train our own
ensemble model, but we expect to see similar im-
provements in performance in future experiments.

Our results show that two models can perform on
par, although they have been pretrained on different
training corpora and using different error simula-
tion techniques. In addition, the Chunks model
outperforms the Baseline in noisy conditions. In
the future, we would like to analyze further tech-
niques for modeling challenging types of errors,
which originate from structures that differ between
the target language and the native languages of the
language learners.
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