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Abstract

We consider a low-resource translation
task from Finnish into Northern Sámi.
Collecting all available parallel data be-
tween the languages, we obtain around
30,000 sentence pairs. However, there
exists a significantly larger monolingual
Northern Sámi corpus, as well as a rule-
based machine translation (RBMT) sys-
tem between the languages. To make the
best use of the monolingual data in a neu-
ral machine translation (NMT) system, we
use the backtranslation approach to create
synthetic parallel data from it using both
NMT and RBMT systems. Evaluating the
results on an in-domain test set and a small
out-of-domain set, we find that the RBMT
backtranslation outperforms NMT back-
translation clearly for the out-of-domain
test set, but also slightly for the in-domain
data, for which the NMT backtransla-
tion model provided clearly better BLEU
scores than the RBMT. In addition, com-
bining both backtranslated data sets im-
proves the RBMT approach only for the
in-domain test set. This suggests that the
RBMT system provides general-domain
knowledge that cannot be found from the
relative small parallel training data.

1 Introduction

Machine translation from and to minority lan-
guages is challenging because large parallel cor-
pora are typically hard to obtain. Two strate-
gies have proven most successful to eliminate this
bottleneck: using rule-based machine translation
(RBMT) systems that do not rely on large data, or
training data-driven translation systems with auto-
matically created synthetic data, e.g. backtransla-
tion (Sennrich et al., 2016). In this paper, we com-

bine both strategies in the context of neural ma-
chine translation (NMT) from Finnish to North-
ern Sámi. In particular, we investigate the impact
of RBMT in data augmentation in comparison to
standard NMT-based backtranslation.

Northern Sámi is a Uralic minority language
spoken in Norway, Sweden and Finland. His-
torically, most of the work on machine trans-
lation from and to Sámi languages is based on
RBMT (Trosterud and Unhammer, 2012; Anton-
sen et al., 2017; Pirinen et al., 2017). Data-driven
approaches such as NMT are generally more com-
petitive, but require large amounts of training data
in the form of parallel translated sentences. For
minority languages, finding parallel data sets is
usually more difficult than collecting monolingual
data, which is also the case for Northern Sámi.

A common way of leveraging monolingual data
for NMT is the above mentioned backtranslation
strategy, a method where monolingual data of the
target language is translated automatically to the
source language to create additional parallel train-
ing data. In this work, we use two reverse trans-
lation models to produce the backtranslations: a
neural model trained only on the available parallel
data and a rule-based approach. The latter is a sys-
tem developed for the translation from Northern
Sámi to Finnish (Pirinen et al., 2017) within the
Apertium framework (Forcada et al., 2011). We
also combine both methods to further augment the
data. Our experiments demonstrate the positive ef-
fects of both strategies and the possibility of ob-
taining complementary information from different
backtranslation engines.

2 Related work

Using backtranslations from different sources as
training data has been shown to be beneficial for
improving machine translation quality. In addition
to proposing training data augmentation methods
that do not require reverse translation systems,



Burlot and Yvon (2018) compare the effects of
using statistical machine translation (SMT) and
NMT based backtranslations for English→French
and English→German translations. They show
that both types of backtranslations improve trans-
lation quality, NMT slightly more than SMT. Pon-
celas et al. (2019) also produce backtranslations
with SMT and NMT. They show that the transla-
tion quality of a German→English NMT system is
improved when including either type of backtrans-
lations in the training data. The greatest improve-
ment is observed when both types of backtransla-
tions are used.

Augmenting training data with RBMT back-
translations has also proven to be useful for boost-
ing translation quality. Dowling et al. (2019)
use RBMT backtranslations to improve statisti-
cal machine translation performance for Scottish
Gaelic→English translations. The authors show
that backtranslations can be beneficial even in
cases where the translation quality of the MT
system used to produce the backtranslations is
low. Soto et al. (2019) study the performance
of NMT systems trained with augmented train-
ing data backtranslated using RBMT, SMT and
NMT. They experiment with Basque→Spanish
translations and show that the translation perfor-
mance improves when using each type of aug-
mented training data individually. Soto et al.
(2020) also analyze the effects of using aug-
mented training data backtranslated with the
three different paradigms. They focus on two
language pairs: a low-resource language pair,
Basque→Spanish, and a high-resource language
pair, German→English. In addition to showing
similar results as Soto et al. (2019), they show
further improvement in translation performance
when all types of augmented training data are
combined.

3 Data

The UiT freecorpus1 contains a Finnish - North-
ern Sámi (fin-sme) parallel corpus with 110k sen-
tence pairs and a distinct set of 868k monolingual
Northern Sámi sentences. The UiT corpora are
collected from multiple sources and cover various
domains. Both the parallel and the monolingual
corpora contain considerable amounts of duplicate
lines. In this section, we describe our data clean-
ing and filtering efforts and the data split. For ad-

1https://giellatekno.uit.no/

ditional evaluation, we collected a small test set
consisting of translated YLE news articles2.

Data filtering and cleaning is carried out with
the OpusFilter toolbox (Aulamo et al., 2020). Our
OpusFilter configuration files are available on-
line3, which helps to replicate the data preprocess-
ing steps. First, we remove duplicate lines from
the parallel corpus. This process removes 67.7%
of the sentence pairs, leaving us with 35,426
unique sentence pairs. The remaining data set is
then cleaned with a set of filters from OpusFil-
ter. Similar filtering setups have been confirmed to
improve translation quality (Vázquez et al., 2019;
Aulamo et al., 2020). In particular, we remove
sentence pairs that satisfy one of the following
conditions:

• One or both of the sentences are empty or
longer than 100 words,

• The ratio of the sentence lengths in words is
greater than 3,

• The sentence pair contains words longer than
40 characters,

• The sentence pair contains HTML elements,

• The sentences have dissimilar numerals
based on the “Non-zero numerals score”
(Vázquez et al., 2019),

• The sentences have dissimilar punctuation
based on the “Terminal punctuation score”
(Vázquez et al., 2019),

• The sentence pair contains characters outside
of the Latin script,

• The sentences are not recognized to be their
correct language by the langid.py lan-
guage identifier (Lui and Baldwin, 2012).

After filtering, 29,106 clean sentence pairs re-
main in the parallel data set. From this clean set,
2000 pairs are randomly selected to form a vali-
dation set and another 2000 pairs to form a test
set, leaving 25,106 pairs for training. Note that all
subsets are disjoint due to the initial deduplication.

The additional test set consists of two news ar-
ticles describing Sámi culture in Finland avail-
able in both Finnish and Northern Sámi on YLE
News. It was extracted from the web and manually
aligned to create a clean reference set. This test set

2https://yle.fi/uutiset/osasto/sapmi/
3https://github.com/Helsinki-NLP/

Sami-MT

https://giellatekno.uit.no/
https://yle.fi/uutiset/osasto/sapmi/
https://github.com/Helsinki-NLP/Sami-MT
https://github.com/Helsinki-NLP/Sami-MT


is, however, small (151 sentence pairs) and may
not produce completely reliable evaluation scores,
but it should still provide additional insights about
the quality of the translation models and their abil-
ity to generalize to new domains.

The monolingual Northern Sámi data is pro-
cessed in a similar way as the parallel data above.
Duplicate removal discards 35.6% of the total of
867,677 sentences, leaving 559,074 sentences in
the data set. For corpus cleaning, we use all filters
of those cited above that are applicable to mono-
lingual data, i.e. the sentence length filter, the
word length filter, the HTML element filter, the
Latin script filter, and the language identification
filter. The resulting clean monolingual corpus con-
tains 462,803 sentences.

4 Method

In this section, we compare a baseline fin-sme
NMT model trained only with the available par-
allel data to NMT models trained with additional
backtranslated data. The backtranslations are pro-
duced by translating the clean monolingual North-
ern Sámi data to Finnish either with a NMT system
trained on the parallel data in the reverse direction
(sme-fin), or with the sme-fin RBMT system. This
yields three additional synthetic training sets that
augment the original parallel training data: one
with the NMT backtranslations, one with RBMT
translations, and one with both types of backtrans-
lations. Each of them is then used to train a sepa-
rate NMT model that we can compare to the base-
line model, which is trained on the original parallel
data only. Note that we do not use any data sam-
pling or weighting scheme to balance original and
augmented training data.

All NMT models in our experiments are trained
with MarianNMT (Junczys-Dowmunt et al., 2018)
version 1.8.33. The backtranslation model is
based on a RNN architecture with GRU cells (Cho
et al., 2014) and attention. In our experiments, the
RNN architecture slightly outperformed Trans-
formers in the out-of-domain test set for this trans-
lation direction. All models using additional back-
translated training sets are trained with both RNNs
and Transformers. All RNN models have the same
architecture as the backtranslation model. For
Transformers, we use the example hyperparame-
ters from MarianNMT 4 which replicate the setup

4https://github.com/marian-nmt/
marian-examples/tree/master/transformer

UiT YLE
NMT 19.4 4.5
RBMT 12.3 10.0

Table 1: Reverse translation model (sme-fin) qual-
ity in BLEU points evaluated with the UiT test set
and the YLE test set.

from Vaswani et al. (2017). For subword segmen-
tation, we use the SentencePiece tokenizer (Kudo
and Richardson, 2018) with vocabulary size 8000,
which has been shown to produce the best results
with the data set sizes that we are dealing with
(Gowda and May, 2020; Grönroos et al., 2021).
We train the models until the cross-entropy of the
validation set does not improve for 10 consecutive
validation steps.

For the RBMT backtranslations, we use Aper-
tium with the sme-fin model by Pirinen et al.
(2017). This system implements a shallow
transfer-based translation engine consisting of
modules for morphological analysis, disambigua-
tion and generation, modules for lexical transla-
tion based on context rules, and a module for syn-
tactic transformation operations.

Table 1 shows the quality of the sme-fin trans-
lation models used for backtranslations in BLEU
points (Papineni et al., 2002). The NMT model
performs much better with UiT test data than with
the YLE test data, which shows that the NMT sys-
tem is strongly adapted to the UiT data, while the
RBMT system has similar performance with both
test sets.

4.1 Backtranslations

All the 462,803 sentences of the cleaned mono-
lingual data are translated with the sme-fin NMT
and RBMT models. As the quality of the source
side of the backtranslations is not as important
as the quality of the target side (Sennrich et al.,
2016), we keep an unfiltered version of both back-
translation data sets. To see the effect of filter-
ing the augmented data set, we apply OpusFil-
ter with a reduced set of filters (recall that the
monolingual Northern Sámi data has already been
processed): sentence length filter, length ratio fil-
ter, word length filter, HTML element filter, non-
zero numeral filter and terminal punctuation fil-
ter. After filtering and an additional dedupli-
cation step, the NMT-produced backtranslations
amount to 415,313 sentence pairs and the RBMT-

https://github.com/marian-nmt/marian-examples/tree/master/transformer
https://github.com/marian-nmt/marian-examples/tree/master/transformer


Transformer RNN
Training data UiT YLE UiT YLE

Baseline 25,106 18.9 4.3 18.5 5.1
+ NMT-all-bt 470,085 32.9 9.2 23.0 8.4
+ RBMT-all-bt 487,862 37.0 14.4 26.4 11.0
+ NMT-all-bt + RBMT-all-bt 932,790 38.8 10.9 26.3 9.6
+ NMT-clean-bt 422,596 34.0 9.8 25.0 8.8
+ RBMT-clean-bt 378,567 36.3 15.5 25.6 10.9
+ NMT-clean-bt + RBMT-clean-bt 776,006 38.9 11.3 28.2 10.7
+ NMT-clean-bt + RBMT-all-bt 885,301 40.1 10.8 29.9 9.9

Table 2: Training data sizes (sentence pairs) and results (in BLEU points) for the fin-sme translation
models with two different architectures (Transformer and RNN) using original parallel data (Baseline),
augmented data sets with unfiltered and filtered backtranslations (all-bt and clean-bt, resp.) evaluated on
the UiT test set and the YLE test set.

produced ones to 353,465 sentence pairs. After
concatenation with the parallel data and removal
of duplicates in this concatenated set, we are left
with 422,596 and 378,567 sentence pairs respec-
tively. Furthermore, another training set is cre-
ated by merging both the NMT and RBMT back-
translations with the parallel data; this set contains
776,006 sentence pairs. The first column of Ta-
ble 2 shows the training data sizes of the different
configurations.

5 Results

The upper part of Table 2 shows the BLEU scores
of the translation models trained with the original
parallel data set (baseline) and the unfiltered aug-
mented data sets. Similarly to the reverse model,
the baseline fin-sme models are well adapted to
the UiT test set and do not perform as well with the
YLE test set. Adding the NMT backtranslations to
the training data gives a significant improvement
with respect to BLEU scores: using Transform-
ers on the UiT set, the score raises by 14 points
(74% relative), and on the YLE set, the score goes
up by 4.9 points (114%). The RBMT backtransla-
tions give an even larger boost on the UiT set than
the NMT translations (18.1 points, 96%) and espe-
cially on the YLE data (10.1 points, 235%). Using
RNNs, the scores are lower overall, but they do
show similar improvements with the same training
sets as Transformers.

The significant boost from RBMT backtransla-
tions is quite remarkable considering that Aper-
tium does not seem to perform very well on the re-
verse translation direction on UiT data. This result
stresses once more that the effect of backtransla-

tion is to a larger extent due to improved target lan-
guage coverage than to the quality of the transla-
tions. Instead, the additional, less domain-specific
knowledge encoded in the RBMT model seems to
lead to the additional push even in the UiT domain
and it certainly carries over to the out-of-domain
data represented by the YLE news data.

The simple combination of both types of back-
translations only provides a modest additional
boost on the UiT test set. The out-of-domain
performance drops substantially compared to us-
ing RBMT-based backtranslations alone. Adding
NMT-based translations seem to hurt the model in
this regard.

Next, we study the effect of filtering the back-
translations before training the augmented NMT
models. Table 2 also shows the results of this
approach. We can see that the models benefit
from filtering the NMT backtranslations, espe-
cially on the UiT domain, whereas the RBMT-
based augmentation model performance decreases
on the UiT test set. The RBMT-based Transformer
model gains an improvement on the YLE set, but
the same score with the RNN model decreases
slightly. The combination of both backtranslation
augmentations leads to a boost in translation qual-
ity over the unfiltered backtranslation training set,
which suggests that a careful data selection can
be important when using data augmentation tech-
niques. The performance on the YLE data is still
lower than the RBMT-based data augmentation
alone, which could indicate that the RBMT back-
translations are able to carry over out-of-domain
information, but this result needs to be taken with
a grain of salt as the test set is very small.



Finally, we also train a models that com-
bine filtered NMT backtranslations with unfil-
tered RBMT backtranslations (last row in Table 2).
These models reach the overall highest BLEU
scores on the UiT test set, 40.1 with Transformer,
but on the YLE test set the performance is lower
than with other models, which is a bit surprising
but may also depend on random variation and on
the small size of the test set.

6 Conclusion

In this work, we confirm that the addition of back-
translations produced with multiple paradigms,
including RBMT, improves the quality of NMT
models. Additionally, the translation perfor-
mance can be further improved by removing
noisy sentence pairs from the NMT backtransla-
tions. We show that these methods are benefi-
cial in a real-world low-resource setting with the
Finnish→Northern Sámi translation pair.

In the future, we plan to extend our work in var-
ious ways including more careful data selection
and filtering, the use of subword regularization,
domain labeling, improved sampling strategies
and further data augmentation techniques such as
pivot-based translations and transfer learning us-
ing multilingual NMT models. Furthermore, we
would like to optimize hyper-parameters such as
vocabulary size, network architectures and train-
ing parameters to maximize the translation perfor-
mance in low-resource scenarios.
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