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Abstract

In this article, we explore the use of basic-
level nouns in texts of different complex-
ity, and hypothesise that hypernyms with
characteristics of basic-level words could
be useful for the task of lexical sim-
plification. Basic-level terms have been
described as the most important to hu-
man categorisation. They are the ear-
liest emerging words in children’s lan-
guage acquisition, and seem to be more
frequently occurring in language in gen-
eral. We conducted two corpus studies us-
ing four different corpora, two corpora of
standard Swedish and two corpora of sim-
ple Swedish, and explored whether cor-
pora of simple texts contain a higher pro-
portion of basic-level nouns than corpora
of standard Swedish. Based on insights
from the corpus studies, we developed a
novel algorithm for choosing the best syn-
onym by rewarding high relative frequen-
cies and monolexemity, and restricting the
climb in the word hierarchy not to suggest
synonyms of a too high level of inclusive-
ness.

1 Introduction

The research concerned with automatically reduc-
ing the complexity of texts is called Automatic
Text Simplification (ATS). Automatic text simplifi-
cation was first proposed as a pre-processing step
prior to other natural language processing tasks,
such as machine translation or text summarisation.
The assumption was that a simpler syntactic struc-
ture would lead to less ambiguity and, by exten-
sion, a higher quality of text processing (Chan-
drasekar et al., 1996). However, one of the main
goals of modern automatic text simplification sys-
tems is to aid different types of target readers. The

manual production of simple text is costly and if
this process could be automated, this would have
a beneficial effect on the targeted reader, as well
as the society as a whole. Previous ATS studies
have targeted different reader groups, such as sec-
ond language (L2) learners (Petersen and Osten-
dorf, 2007; Paetzold, 2016), children (De Belder
and Moens, 2010; Barlacchi and Tonelli, 2013;
Hmida et al., 2018), persons with aphasia (Carroll
et al., 1998; Canning and Tait, 1999; Devlin and
Unthank, 2006), the hearing-impaired (Inui et al.,
2003; Daelemans et al., 2004; Chung et al., 2013),
and other persons with low literacy skills (Aluı́sio
et al., 2008; Candido Jr et al., 2009; Aluisio et al.,
2010). Reducing the complexity of a text can be
done in numerous ways but one of the subtasks of
ATS is lexical simplification: the process of find-
ing and replacing difficult words or phrases with
simpler options. Finding such simpler words can
be done by using frequency measures to choose
between substitution candidates with the intuition
that the more common a word is, the simpler a syn-
onym it is. As pointed out, for instance by Alfter
(2021), more frequent words can also be complex
as they tend to be more polysemous.

Finding simpler words can also be done by
studying how human writers do. To write sim-
ple texts, the writers usually consult guidelines.
For Swedish, such guidelines are given by Myn-
digheten för Tillgängliga Medier (MTM)1. The
MTM guidelines state, among other things, that
the text should be adapted to the type of reader
who is going to read the text, and that everyday
words should be used (MTM, 2020).

In this article, we explore the use of basic-level
nouns in texts of different complexity, and hypoth-
esise that hypernyms with characteristics of basic-
level words could be useful for the task of lexical
simplification. We then use this knowledge to cre-
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ate an algorithm for synonym replacement. The
conventional definition of a synonym is a word that
have the same or nearly the same meaning as an-
other word. However, for simplicity, in this ar-
ticle we extend this notion to also include near-
synonyms or other semantically similar words.

Hypernyms have been previously studied from
the perspective of lexical simplification. For ex-
ample, Drndarević and Saggion (2012) explored
the types of lexical simplification operations that
were present in a parallel corpus comprising 200
standard and simple news texts in Spanish, and
found that the exchanged words could be hyper-
nyms, hyponyms and meronyms. Biran et al.
(2011) used the vocabularies of Wikipedia and
Simple English Wikipedia to create word pairs of
content words, and one of the methods for filtering
out substitution word pairs was to consult the syn-
onym and hypernym relations between the words.
Comparable synonym resources for Swedish in-
clude SynLex (Kann and Rosell, 2005) and Swe-
Saurus (Borin and Forsberg, 2014).

Given what we know how simple texts are writ-
ten, it seems probable that a corpus of simple text,
targeting children and readers with different kinds
of disabilities, is characterised by a higher propor-
tion of basic-level nouns than, for example, a cor-
pus comprising texts that are said to reflect gen-
eral Swedish language of the 90’s. The aim of this
study was to explore this claim in corpora of sim-
ple and standard texts, and to see how this could be
used in the context of lexical text simplification.

2 Basic-level Words

Prototype theory, as defined by Rosch et al.
(1976), claims that there is a scale of human cat-
egorisation where some representing concepts are
more representative than others. For example, fur-
niture can be regarded as higher up in the taxon-
omy than chair or table, whereas kitchen chair or
dining table can be found at a lower level with
higher specificity. Rosch et al. (1976) found that
the basic level is the most important to human
categorisation. For example, basic-level terms
emerge early in a child’s language acquisition, and
such terms generally seem to be more frequently
occurring in language. Another characteristic of
basic-level terms is that they often comprise one
single lexeme, while subordinate terms more of-
ten consist of several lexemes (Evans, 2019).

Theories in cognitive linguistics are important

for computational linguists as they adopt a usage-
based approach. This means that language use
is essential to how our knowledge of language is
gained, and plays a large role in language change
and language acquisition (Evans, 2019). When a
child learns a language, the knowledge is gathered
through extraction of constructions and patterns,
a process grounded in general cognitive processes
and abilities. One of the central ideas in the usage-
based approach is that the relative frequency of
linguistic constructions (such as words) affects the
language system so that more frequent construc-
tions are better entrenched in the system, thus fur-
ther influencing language use.

Within the field of cognitive linguistics cor-
pora is one of the proposed methods to study lan-
guage (Evans, 2019). Corpora make it relatively
simple to perform large-scale analyses in order to
get quantitative measures on how language is used
in a naturalistic setting. The simplest measures we
can use are frequency counts, which can provide
insights in how commonly used certain construc-
tions are, in comparison with others.

3 Corpus Analysis

We conducted two corpus studies using different
corpora.

The first study aimed to compare two corpora,
where the first corpus contained texts that reflect
the Swedish language, and the second corpus con-
tained easy-to-read texts. The Stockholm-Umeå
Corpus (SUC) corpus (Ejerhed et al., 2006) is a
balanced corpus of Swedish texts written in the
1990’s. In this study, we used the 3.0 version of
the corpus (SUC3).

The LäSBarT corpus (Mühlenbock, 2008), is a
corpus of Swedish easy-to-read texts of four gen-
res: easy-to-read news texts, fiction, community
information, and children’s fiction. The LäSBarT
corpus was compiled in order to mirror simple lan-
guage use in different domains and genres but it is
not truly balanced in the traditional sense.

The hypothesis was that the SUC3 corpus would
exhibit a higher average number of steps to the
top-level noun than the LäSBarT corpus.

The second study aimed to investigate whether
the genre did play a role. In order to investi-
gate this, we conducted an analysis of a corpus
of the Swedish newspaper 8 Sidor, that comprises
news articles in Simple Swedish, and a corpus
with Göteborgs-Posten articles (GP2D). The cor-



pora were of the same genre, but not parallel.
The hypothesis was that the GP2D corpus

would exhibit an even higher average number of
steps to the top-level noun than the 8 Sidor corpus.
The SUC3 corpus is balanced and, hence, also in-
cludes, for instance, simple texts that may affect
the difference between the corpora.

3.1 Procedure

All nouns of the resources were extracted, to-
gether with their most probable sense gathered
from SALDO (Svenskt Associationslexikon) ver-
sion 2 (Borin et al., 2008). SALDO is a descrip-
tive lexical resource that, among other things in-
cludes a semantic lexicon in the form of a lexical-
semantic network.

SALDO was also used for extracting lexical re-
lations. For each such noun, we recursively col-
lected all primary parents of the input word. The
primary descriptor describes an entry which bet-
ter than any other entry fulfils two requirements:
(1) it is a semantic neighbour of the entry to be
described (meaning that there is a direct semantic
relationship, such as synonymy, hyponymy, and
meronymy, between words); and (2) it is more
central than the given entry. However, there is no
requirement that the primary descriptor is of the
same part of speech as the entry itself.

The number of steps taken to reach the top-
level noun was counted. The algorithm ended
when there were no more parents tagged as a
noun. The method was inspired by the collection
of synonym/near-synonym/hypernym relations in
Borin and Forsberg (2014).

In addition to this analysis, we also collected
the frequency counts of the nouns occurring in
the corpora and their superordinate nouns, as well
as indication of compositionality. The frequency
measures used were relative frequencies gath-
ered from the WIKIPEDIA-SV corpus, accessed
through Språkbanken2.

3.2 Corpus Analysis Results

The number of extracted instances were 206,609
(SUC3), 177,390 (LäSBarT), 180,012 (GP2D),
and 543,699 (8 Sidor). The distribution of the
number of words per superordinate level is pre-
sented in Figure 1.

In the first study, we compared the SUC3
corpus with the LäSBarT corpus. To compare

2https://spraakbanken.gu.se/verktyg/korp/korpusstatistik
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various levels. Words at level n are the words in
the corpora.



the medians, a Mann-Whitney U test was per-
formed. On average, the words of the SUC3
corpus had a slightly lower number of steps to
the top-level noun (M = 0.93,Md = 1.0)
than the words of the LäSBarT corpus (M =
1.02,Md = 1.0). This difference was significant
(U = 17489728875.50, n1 = 206, 609, n2 =
177, 390, p < 0.001, cles = 0.32).

In the second study, we compared corpora of
the same genre (news texts): GP2D and 8 Sidor.
To compare the medians, a Mann-Whitney U test
was performed. On average, the words of the
GP2D corpus had a slightly higher number of
steps to the top-level noun (M = 1.03,Md =
1.0) than the words of the 8 Sidor corpus (M =
0.93,Md = 1.0). This difference was significant
(U = 46166030968.50, n1 = 180, 012, n2 =
543, 699, p < 0.001, cles = 0.37).

The analyses of the relative frequencies of the
corpora are presented in Table 1. The words
at level n are the words that appear in the cor-
pora3, and each n+i step refers to the superordinate
words. Three of the corpora (LäSBarT, GP2D and
8 Sidor) had words represented at the level n+8,
but since these words were very few (1, 4 and 1
words respectively), they were excluded from the
analysis.

The SUC3 corpus had the highest relative fre-
quencies at level n+3. The LäSBarT corpus had
the highest relative frequencies at level n. The
GP2D corpus had the highest relative frequencies
at level n+7. The 8 Sidor corpus had the highest
relative frequencies at level n+3.

All corpora, except for the LäSBarT corpus ex-
hibited a tendency of peaking at level n+3 (see Ta-
ble 1 and Figure 2).

Regarding the news corpora, we can see that the
8 Sidor corpus has the highest relative frequency
at level n, while the highest relative frequency at
the standard news corpus GP2D is found at level
n+4.

3We use the notation level n to describe the words of the
corpora instead of, for example, level 0 words, as we do not
know on what level of inclusiveness they actually appear. The
words at level n are the words as they appear in the corpora,
thus, they could be anywhere on the vertical axis of inclusive-
ness of the category. The only thing we know is the number
of superordinate words, and therefore we chose to use the no-
tation n for the corpus-level and n+i for each superordinate
level.
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Figure 2: Relative frequencies at each level of the
word hierarchy in the corpora.

3.3 Implications for Synonym Replacement
Algorithms

From the research on cognitive linguistics re-
ferred above, we learnt that basic-level words are
more frequently occurring in language, and of-
ten monolexemic. Thus, an algorithm shall re-
ward synonym candidates that have high relative
frequency and consist of one single lexeme; be-
ing monolexemic. To account for the monolex-
ems, information from the frequency corpus about
whether or not the word could be interpreted as a
compound can be used.

From the corpus analysis, we also found that in
the two standard corpora, there seems to be a fre-
quency peak at level n+3. This could be due to the
fact that when climbing higher up in the hierarchy
of superordinate words, more general words are
found, as these words are often more frequently
occurring than words with a more specific mean-
ing. When searching for synonyms, we hypoth-
esise that the more general words are not neces-
sarily good synonym candidates. For instance,
whereas horse can be a good-enough synonym
candidate for the word shetland pony, the word
animal might be too general. We conducted exper-
iments with varying levels and chosed to restrict
our synonym-seeking algorithm to not go beyond
level n+2.

4 Synonym Replacement

Based on the analysis presented in Section 3.3, we
developed an algorithm for choosing the best syn-
onym from the extracted nouns and their superor-
dinate words.



SUC3 LäSBarT GP2D 8 Sidor
Level n 140.66 190.02 155.44 274.54
Level n+1 219.69 176.59 195.59 212.82
Level n+2 199.97 165.67 163.39 203.38
Level n+3 280.56 126.48 310.78 317.01
Level n+4 84.60 48.68 113.92 88.22
Level n+5 74.25 38.10 93.04 34.64
Level n+6 51.04 30.88 79.37 33.24
Level n+7 83.47 36.03 401.41 53.76

Table 1: Average relative frequencies at each level of the words of the corpora. Highest level frequencies
in boldface.

The resulting algorithm is presented in Algo-
rithm 1. It picks, from words at most two levels
up in the hierarchy, the most frequent monolex-
emic word, if such exists, otherwise it picks the
most frequent word.

Data: candidates: a word chain containing
the word of the corpus and the
superordinate words collected from
Saldo.

Result: best synonym from candidates
candidates.sort(key=frequency);
bestSynonym = candidates[0];
for word in candidates[:3] do

if word is monolexemic then
bestSynonym = word;
break;

end
end

Algorithm 1: The FM algorithm for choosing
synonym.

5 Assessment of Synonym Replacement
Algorithm

We compared the performance of our com-
bined frequency/monolexemity algorithm (here-
after: FM) with two baseline algorithms. The
first baseline (OneLevel) always chose the word
one level higher up in the hierarchy as the best
synonym. If there was no superordinate word,
the word remained unchanged. The second base-
line (Freq) always chose the word with the over-
all highest relative frequency as the best synonym,
thus disregarding the monolexemity information.

We ran all algorithms on the nouns extracted
from the standard corpora: SUC3 and GP2D.

The results from both corpora regarding number
of monolexemic and polylexemic words are pre-
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Figure 3: Number of total words, monolexemic
words, and polylexemic words in the SUC3 corpus
after applying the algorithms. Corpus denotes the
original values of the specific corpus.

sented in Figure 3 and Figure 4 respectively. The
relative frequencies after running the algorithms
are illustrated in Figure 5.

Regarding the SUC3 corpus, all synonym re-
placement algorithms increased the number of
monolexemic words. The largest increase was ob-
served for the FM algorithm (+35,248), followed
by Freq (+21,656), and OneLevel (+12,951). Re-
garding the relative frequencies, all algorithms in-
creased the average relative frequency of the ex-
changed words. The largest increase was seen for
Freq (+153.68), followed by FM (+120.92), and
OneLevel (+34.68).

On the GP2D corpus, the number of monolex-
emic words increased for all algorithms. The
largest increase was seen for the FM algo-
rithm (+30,783), followed by the Freq algorithm
(+21,091), and OneLevel (+9,482). All synonym



Example word chain FM OneLevel Freq
procent - hundradel - bråkdel - del procent hundradel del
percent - centesimal - fraction - part
universitet - högskola - skola universitet högskola universitet
university - college - school
rubel - myntenhet - mynt - pengar mynt mynthenhet mynt
ruble - currency unit - coin - money

Table 2: Example synonyms chosen by the different algorithms
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Figure 4: Number of total words, monolexemic
words, and polylexemic words in the GP2D corpus
after applying the algorithms. Corpus denotes the
original values of the specific corpus.

replacement algorithms resulted in a higher av-
erage relative frequency, and the largest increase
was observed for the Freq algorithm (+149.54),
followed by the FM algorithm (+110.58), and
OneLevel (+7.2).

Table 2 displays examples of the synonyms cho-
sen by the respective algorithms. As can be seen
frequency can sometimes choose a too general
word, del, whereas OneLevel can pick a too spe-
cific word, myntenhet.

6 Discussion

The algorithm for finding synonyms proposed in
this article is built on theory and corpus stud-
ies. This algorithm obviously needs to be evalu-
ated and compared to other methods for extracting
synonyms from corpora and lexical resources. It
would be valuable to compare the algorithm with
synonyms from, for example, the SynLex lexicon,
and to evaluate whether the exchanged synonyms
are simpler, when consulting lexicons of base vo-
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Figure 5: Relative frequencies for each corpus af-
ter applying the algorithms. Corpus denotes the
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cabularies, as well as humans. It can also be
enhanced with techniques to utilise semantic and
synonym similarity (Kann and Rosell, 2005).

The corpus analyses were not conclusive,
and, although further analyses will probably not
present results that argues against the proposed al-
gorithm, further investigations may be important
for the study of language use and we therefore
present a more detailed discussion on the corpus
study.

We hypothesised that simple texts would exhibit
a tendency towards the use of more basic-level
words, when compared with texts written in stan-
dard Swedish. However, there was no clear sup-
port for this hypothesis. In the statistical analysis,
we compared very large samples, and the presence
of statistical significance is not surprising. When
comparing the means and medians of the datasets,
it is clear that the differences are small and the re-
sults should be interpreted with caution.

The results of the first study revealed that the
SUC3 corpus had a significantly lower average
number of steps to the top-level noun, than the
LäSBarT corpus. Since our hypothesis was that



the texts of the corpus of simple text would have
a lower average number of steps to the top-level
noun, these results showed a difference in the op-
posite direction.

The second study was normalised for genre,
in the sense that the compared corpora contained
texts of the same genre. The simple news corpus 8
Sidor had a significantly lower number of steps to
the top-level noun than the standard news corpus
GP2D. This tendency is further supported by the
results of the relative frequency analysis, where
we clearly see that the 8 Sidor corpus has rela-
tively high average relative frequency at the base
level (level n), although exhibiting the highest fre-
quencies at level n+3, whereas the GP2D corpus
generally had lower average frequencies at level n
and the highest frequencies at level n+7.

Regarding the analyses of the relative frequen-
cies, we would expect the standard corpora to have
lower relative frequencies at the base level (level
n) than the corpora of simple text. This difference
can be observed in the LäSBarT corpus, which
had the highest relative frequency scores at level n,
but is less prominent in the 8 Sidor corpus. How-
ever, even if the 8 Sidor corpus exhibits the high-
est relative frequencies at level n+3, it is notewor-
thy that the frequencies are relatively high even at
the lower levels. The level n score is the second
highest frequency score for this corpus, and much
higher when compared to the level n score of the
standard corpus of the same genre, GP2D.

The GP2D corpus had the highest average fre-
quency at level n+7, indicating that the words used
in this corpus are more specific than in the other
corpora. However, it should be noted that this high
relative frequency score is based on a relatively
low number of words (40), and that this corpus
also exhibit the frequency peak at level n+3.

For SUC3 and 8 Sidor, the most frequent words
are found at level n+3. This would mean that
the more basic-level nouns could be found if we
choose the superordinate words three levels above
the original word. However, it could also indi-
cate that the words at this level are higher up at
Rosch’s vertical axis, thus being more inclusive
than the basic-level words, and therefore more fre-
quent (compare: shetland pony, horse, animal).

When designing this study, we made a num-
ber of assumptions that can be discussed, such
as the assumption of the nature of texts in sim-
ple Swedish versus texts in standard Swedish. We

made the assumption, according to Rosch’s claims
of basic-level terms, that the proportion of such
constructions would be higher in the simple cor-
pora. This assumption should be tested, for exam-
ple by counting the relative frequencies of some
base vocabulary list words (Heimann Mühlenbock
and Johansson Kokkinakis, 2012) in both corpora.

The usage-based thesis of cognitive linguistics
implies that we gain knowledge about the linguis-
tic system by studying authentic language in use.
To this background, it seems reasonable that a cor-
pus study would be suitable for studying linguistic
phenomena. However, there are some drawbacks
of using such methods. One of the problems is
that we worked with four very different corpora.
Can we really say that a corpus reflects authentic
and direct language use? For example, one com-
monly mentioned measure in this context is fre-
quency. A frequency measure can provide infor-
mation on how commonly used certain linguistic
constructions are. However, what we see clearly
in this study is that if we compare corpora of dif-
ferent characteristics, the frequency measures will
differ between corpora depending on text type. A
corpus of medical texts will have frequent con-
structions that do not even exist in a corpus of
children’s literature. The same issue will proba-
bly be manifested if we compare texts of different
linguistic activities, such as spoken language with
written language. This means that the insights that
we can draw of the cognitive processes underly-
ing the studied linguistic phenomenon will be very
specific to the kind of corpus that we study. To
compare corpora, we must make sure that the cor-
pora are comparable, and consider the factor of
language use reflected in the texts of the corpora
when generalising our findings to a larger context.

7 Conclusion

The aim of this paper was to develop an algo-
rithm for synonym replacement based on theories
of basic-level nouns. We also presented results
from a study exploring whether corpora of sim-
ple texts contain a higher proportion of basic-level
nouns than corpora of standard Swedish, and to
see how this could be used in the context of lexi-
cal text simplification.

We observed that the corpus of simple news text
did indeed include more basic-level nouns than
the corpus of standard news. This in turn shows
that lexical simplification, through the use of base-



level nouns, may benefit from traversing a word
hierarchy upwards. This could serve as a comple-
ment to the often-used replacement methods that
rely on word length and word frequency measures.

We presented techniques for finding the best
synonym candidate in a given word hierarchy,
based on information about relative frequencies
and monolexemity. We saw that all synonym
replacement techniques, including the baseline
methods, increased the number of monolexemic
words and relative frequencies. The FM algo-
rithm aimed to reward high relative frequencies
and monolexemity, while not climbing the word
hierarchy too high, and seems to perform well with
respect to these criteria. Future work includes fur-
ther evaluation of this algorithm, and comparison
to other synonym replacement strategies.
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