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Abstract

To build automated simplification systems,
corpora of complex sentences and their sim-
plified versions is the first step to under-
stand sentence complexity and enable the
development of automatic text simplifica-
tion systems. We present a lexical and
syntactically simplified Urdu simplification
corpus with a detailed analysis of the var-
ious simplification operations and human
evaluation of corpus quality. We further
analyze our corpora using text readability
measures and present a comparison of the
original, lexical simplified and syntactically
simplified corpora. In addition, we com-
pare our corpus with other existing simpli-
fication corpora by building simplification
systems and evaluating these systems us-
ing BLEU and SARI scores. Our system
achieves the highest BLEU score and com-
parable SARI score in comparison to other
systems. We release our simplification cor-
pora for the benefit of the research commu-
nity.

1 Introduction

Complex Sentences are always hard to under-
stand for humans as well as automated applica-
tions. Complexity of a sentence often hinders
proper communication of the intended mean-
ing and hence a bottleneck in the learning
pipeline. It has been found that students hav-
ing problems with language often find it dif-
ficult to excel academically (Kyle, 2016). Re-
search in the last decade has largely focused on
complexity level identification of texts so that
readability of such sentences can be enhanced
to facilitate learning for students as per their
learning grade.

Simplified sentences have specially been
proved useful for producing understandable
content for foreign speakers (Paetzold and Spe-
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cia, 2016), language learners, children and peo-
ple with lower literacy (Aluisio and Gasperin,
2010; Max, 2006; Petersen and Ostendorf,
2007). They are also recommended for cog-
nitive and reading impairments like dyslexia
(Rello et al., 2013), disorder of autism spec-
trum and aphasia (Carroll et al., 1999). On
the other end, they are also valuable for many
natural language processing (NLP) applica-
tions like semantic role labeling (Vickrey and
Koller, 2008), machine translation (Oliveira
et al., 2010) and relation extraction (Jonnala-
gadda et al., 2009) etc.

Generally, literary works have a higher diffi-
culty level as compared to daily life language.
This is specifically true for Urdu for which this
gap is increasing day by day, literary texts
often include complex words and composite
sentence structure (Alison and Mushta,2004).
Over the time with English taking over as offi-
cial language and phenomenon of code mixing
and switching becoming prevalent, the natives
are inclined to use simpler language and of-
ten find it difficult to understand the level of
Urdu used in traditional literature. Thus, a
need arises for simplified versions of the classic
works of the language to preserve the gems of
literature and also to familiarize younger gen-
eration with such works.

Urdu is an international language having
large quantity of educational and reading ma-
terial and many new language learners. But
unfortunately, sentence simplification is an
unexplored area. Recently, Anees et al.
(2020) present a small simplification corpus
and Qasmi et al. (2020) present a simplifica-
tion system using word embedding together
with a set of morphological features to gen-
erate simplifications without parallel simplifi-
cation data. It is the need of the day to ad-
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dress this issue and come up with effective
complexity reduction and readability enhance-
ment measures.

To be able to study complexity and sim-
plicity parameters for any language, the first
step is to have a corpus containing complex
sentences and their simplified versions. Such
sentence aligned texts are known as simplifi-
cation parallel corpus and have been prepared
for many languages, for example for English
there exist simple Wikipedia corpus, PWKP
(Zhu et al., 2010), Newsela (Xu et al., 2015),
Onestop (Vajjala and Lucic, 2018) and SimPA
(Scarton et al., 2018). Sentence simplifica-
tion corpora for other languages include An-
cora (Taulé et al., 2008), ERNESTA (Barbu
et al., 2015), CLEAR (Grabar and Cardon,
2018) etc.

To enable research on automatic text simpli-
fication systems and text readability for Urdu,
development of a simplification corpus provid-
ing enough complex sentences and their cor-
responding simple versions is imperative. We
developed one such corpus for the high school
students and simplified (lexically and syntac-
tically) short stories from a renowned author.
We have considered three-levels in our simplifi-
cation process: Original, lexical and syntactic
simplification. In Lexical Simplification (LS),
complex words are replaced with simple and
easy words. Whereas, Syntactic Simplification
(SS) may result in an entirely new but simpler
sentence.

We show the effectiveness of our corpora by
human evaluation as well as comparing our
corpus with other existing simplification cor-
pora by building simplification systems. For
automatic evaluation, we use BLEU (Papineni
et al., 2001), an adequacy metric and SARI,
simplification metric. Our system achieves
the highest BLEU score and comparable SARI
score in comparison to other systems. Lexical
analysis and metric scores for each corpus, i.e.
original, lexically simplified and syntactically
simplified show correlation with human evalu-
ations.

2 Literature review

Sentence simplification has been an active
topic of research since the last decade. Many
approaches have been proposed to develop
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the simplification corpora. Xu et al. (2015)
present the first human built English simpli-
fication corpus, Newsela. It provides articles,
re-written with 4 levels of readability for chil-
dren of different ages. Brunato et al. (2015)
report an Italian simplification corpus made
using three-levels: local coherence, global co-
herence and lexical/syntax. Syntax and lexi-
cal simplification is done by reordering, insert,
split, merge, transformation and delete. These
simplification operations are also followed by
(Tonelli et al., 2016; Brunato et al., 2016).

Vajjala and Lucic (2018) provide simplified
version of texts taken from websites in three-
levels elementary, intermediate and advanced.
(Scarton et al., 2018) is a public administration
domain corpus produced using syntactically
and lexical simplification on around 1000 sen-
tences. Other simplification corpora include
(Grabar and Cardon, 2018) for French. Sta-
jner et al. (2019) present an automatic lexi-
cal simplifier for Spanish by using synonyms
and paraphrases from existing resources. The
training corpus is from news and general liter-
ature consisting of 764 sentences. These are
simplified using the six simplification rules de-
fined in (Mitkov and Stajner, 2014).

For Urdu since no prior work exists on the
topic, we follow the simplification schemes de-
fined in the research literature and used the
most frequent evaluation metrics to lay the
ground work for future research.

3 Corpus Development

We gathered data from Urdu library ! which
has a huge collection of Urdu classic literary
works. We chose 69 short, philosophical and
thought-provoking stories based on daily life.
These stories are written by Ashfaq Ahmad
and published in the form of book. It uses
complex sentence structure with typical Urdu
literature vocabulary which is not very easy.
We simplified the sentences using lexical and
syntactic methods. Online Urdu Lughat 2 (dic-
tionary) was used to find simpler synonyms.
All the sentences used in our corpus are
available online. Initially we consulted lan-
guage professionals to properly identify com-
plex sentences in literature. Complex sen-

"http:/ /www.udb.gov.pk/
2 http://www.urdulibrary.org/



tences are further processed for removal of ir-
relevant characters and words to avoid ambi-
guities in data set. Rules for lexical simplifica-
tion and syntactic simplification were defined
after thorough literature review and discussion
with language experts. Simplified corpora are
rechecked by language experts to remove any
anomalies. Our corpus creation methodology
is consistent with the recent works like (Sta-
jner et al., 2019; Scarton et al., 2018; Kat-
suta and Yamamoto, 2018; Grabar and Car-
don, 2018; Brunato et al., 2016, 2015) who
also simplified using basic lexical simplification
operations and (Yatskar et al., 2010) for syn-
tactic simplification. Since our corpus is com-
posed of short stories, each sentence is linked
to the previous and whole theme of stories is
based on daily life emotions. The corpus is
available at 3.

3.1 Simplification Annotation Scheme

Sentence simplification was performed using
two techniques: lexical and syntactic substi-
tution. LS uses lexical operations and SS uses
syntactical operations. Most productive sim-
plification operations according to literature
including insertion, deletion, splitting, merg-
ing, substitution, deletion and reordering are
used to produce the simpler sentences. During
the corpus development process, we were also
able to make a complex: simple word and para-
phrase dictionary based on the simplifications
applied on our text. Below we explain each of
these operations with corresponding examples
for a clear understanding of the operations.

3.1.1 Lexical Substitution

Lexical simplification operations include word
and phrase replacement. LS replaces complex
words in corpus by their simple synonyms or
the complex phrase with its suitable analog.

Word level: Word level substitution is
the case when a single word or compound
word is replaced by the corresponding sim-
ple word(s).Rello et al. (2013) reported that
dyslexic individuals understand more fre-
quently used words better than their less fre-
quent counterparts. We chose the most fre-
quent synonyms for simplification, for exam-

3https://github.com/umauh/
Urdu-Sentence-Simplfication
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ple, for the sentence in example below, with
lexical simplification, (e.g.“ «—4s”«position» is
replaced with "5 «Job» and wl> K 2" is
replaced with”,.“ «wife).

Original. < il , o0 § ol K 2 S
e 8Bl e ey S Y 2,
2 EY &

English. That the spouse who did not
shed tears over the death of his spouse has
escaped from his ordeal when the heart
stopped beating.

Simplified. Ny o\ s pdl ;0 § G S
-&g}kc‘”_lﬁ'awué_le}a-\gﬁjJSJJ

English. The spouse who did not shed
tears over the death of his spouse has died
due to heartbeat stoppage.

Phrase level: Is the case when a group
of words is replaced by a simple word or two
words. Similarly, the complex phrase can also
be replaced by the meaning of that phrase. For
example in the following the phrase &) S
7§ 3\, « his soul flew »is replaced by o
7:8 w« died ».

o Original. \glo, » o olajin § dovs 05 3!
u“ﬁ%i-w;:‘éff%vﬁdfgw\f
-5 S §

English. As he was mounting the stairs
of the mosque, his heart stopped and his
soul flew, just outside the mosque.

Simplified. § g, » Jols e domans 05 0

o U&‘f\eiwu‘éfufj Sahs § A
-

English. As he was entering the mosque
his heart stopped and he died outside the
mosque.

3.1.2 Syntactical Substitution:

”Syntactic simplification is the process of re-
ducing the grammatical complexity of a text,
while retaining its information content and
meaning” (Siddharthan, 2006). It involves re-
moval of phrases or words such that main con-
text and meaning of sentence remains same.
Syntactic simplification changes the order of
words grammatically, and inserts new words



to reduce the complexity. Merging and split-
ting of sentence are also used to reduce the
complexity which is frequently used by (Zhu
et al., 2010).

Deletion: Deals with removing extra infor-
mation in a complex sentence to make it short,
simple and clear to understand. A simple sen-
tence normally has lesser numbers of words
for conveying the important and content in-
formation. Often sentences use multiple adjec-
tives which make the text complex and lengthy
(Brunato et al., 2016) without conveying any
meaningful information. For instance in the
following sentence the phrases ”§ & o =, «
The reason is thaty», 7§ o, (» ey « living in
your neighborhood », "} J ol « every mo-
ment » are redundant and thus deleted.

Original. _w» 352 o0 S 2 ey 59
B osl ol L Gl 2 0tk 5 o
& L& 2 2l il A 455

English. Fauzia the reason is that living
in your neighborhood, I have seen you suf-
fering every moment from your childhood
at the hands of your stepmother.

Simplified. |y &) e 2 o 2 e n) P
L2 LS i 2 5 e 0o

English. Fauzia I have seen you suffer
from your stepmother since childhood.

Insertion: It is interesting that in the syn-
tactically simplification process there is an in-
sertion operation. Such operation is some-
times referred to as an ‘elaboration’ process,
which is not simplification itself but helps im-
proving text understanding. The simplified
sentence may also be longer than its original
sentence due to the insertion of meaning or
some words which make the meaning of the
original sentence clearer. Sometimes, it is dif-
ficult to predict the meaning of words or the
text which requires supportive information for
making it easy to understand. We have used
the insertion operation for 9.12% sentences to
clarify the meaning. For example, in the fol-
lowing sentence inserting 5 e 2 « as well
as get »made the meaning of the sentence com-
plete.
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e Original. of ) S L oo o g2
-L

e English. Then I will get paid and tips
aside.

o Simplified. K g 5l § do g o F
-5 e e

English. Then I will get salary and tips
will be given separately.

Reordering: This operation is carried out by
changing the order of some words or phrases,
e.g. changing the order of the clause in the
original sentence to form a newer but simpler
sentence (Brunato et al., 2016). In Urdu, re-
ordering eliminates the complexity of sentence
making it easier to understand, like in the ex-
ample below changing order of the & . _u”
"o 5« I am the biggest » made the sentence
easy to understand.

Original.bllSs o)y & 0 plas 2 Sogy
_op e e 0

English. 1 guide lost passengers to the
right path, I am superior to all.

Simplified. g o S8 0 15 er o o
S0 B uly S 0y plee g

English. 1 am the biggest because I
guide the stray travelers.

Merging and Splitting: These operations
are antithetical to each other in the simplifi-
cation process. Merging is specifically used
to join two or more sentences into one sim-
plified sentence. It is commonly carried out
by insertion of one or two suitable words or
by placing suitable conjunction between both
sentences. On the other hand, splitting is an
operation through which one sentence is split
into two or more sentences to make a simpli-
fied sentence (Gonzalez-Dios et al., 2018). For
example in the following sentence merge and
split make the sentence quite simple.
Merge.

Original. § Cy wio § 02 25 2 2555
N ST TER TS|

English. As you watch, the children’s
page tears. And then they both fought



o Simplified. _c 53 0555 05)5l € Cgp wmino

e English. The page tore and they both
fought.

Split

e Original.& s 4o o L s el 2, b N
S OS5 e 53 58 bler ST 08I LNy By
Lo § e amd Ei e ol 2 K

English. But be careful to place all the
well dressed and suited people in front of
the stage and make the working class peo-
ple stand at back to clap and shout slo-
gans.

Simplified. 05) sl o jale & il S
aed L o8 w5 oS - le S
s § s

English. Seat all the rich people in front
of the stage - Make the poor people stand
behind to shout slogans.

3.2 Complex:Simple Lexicon

During the course of our simplification, we
were able to develop a complex:simple word
and phrase lexicon. Our lexicon has 490
dictionary entries, with 270 word-level and
220 phrase-level entries. For example, s ,ls*
«introduction» has been translated to Tel
«namey, "as 58 «concerned» to "ol «up-
set» and Tk s e «rhetoricaly to Jpas Slo“
’« «clearly». Similarly, around 220 phrases
have been translated into simpler versions. For
example,” $J Iy &y &5 has been converted
into 7Y e, 75 L 46, I 10”5 Jer and 41
e K5 a5 e JbLls to 7K » o Context of
a sentence is strictly followed in translation so
that meaning of a sentence remains same. List
of deleted words and inserted phrases has also
been embedded into the corpus.

4 Human Evaluation

For evaluating the quality and simplicity of our
corpus, we performed human evaluation which
were done by two native Urdu speakers of 35
to 42 year with good grasp on the language.
We evaluated the sentences for adequacy,
fluency and simplicity. The annotators were
asked to rank the sentence pairs for the three
parameters based on the questions given in Ta-
ble 1. Q1 measures fluency of the sentence, Q2
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is based on the adequacy of the sentence which
is concerned with meaning preservation, and
Q3 measures simplicity. We have the evalua-
tion scheme used by (Sulem et al., 2018).We
have made slight modification in Q2 and Q3
w.r.t to our simplification scheme as in Table 1,
since our corpus has two levels of simplification
in which lexical simplification is carried out
by words and phrase transformation so in our
case, complexity of words can not be ignored in
human evaluation. Possible answers to these
questions shown in Table 1 are : 1 is for "no”,
2 is for "may-be” and 3 is for "yes”. We used 3-
scale criteria as (Sulem et al., 2018; Toutanova
et al., 2016) prefer 3-scales over 5-scales. We
measured inter annotator agreement using Co-
hen’s kappa score which is reported in Table 2.

Human Evaluation Questions

Fluency Is the simplified sentence grammatical?
Does the Simplified sentence address
Adequacy the same information, compared to
the original?
Simplicity Is the simplified sentence simpler
than the Original.?
Criteria
1 No
2 May be
3 Yes
Table 1: Human evaluation questions and the cri-
teria
Fluency | Adequacy | Simplicity ‘ Average
LS 0.76(0.31) | 0.91(0.50) | 0.8(0.41) ‘ 0.82(0.40)
SS  0.85(0.76) | 0.78(0.45) | 0.9(0.70) ‘ 0.84(0.63)

Table 2: Inter-annotator agreement score(Cohen’s
Kappa score) over human evaluation and Avg Hu-
man score carried out on Inter-annotator agree-
ment score.

5 Simplification Statistics

We have produced a corpus of 1220 simplified
sentences by simplifying 610 sentences, both
lexical and syntactical. These are simplified
using two level simplification process. Fig-
ure 1 presents the statistics of our simplifica-
tion procedure. After an in depth analysis of
language and content, we have approximately
58.8% sentences which were simplified using
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Figure 1: Percentages of each simplification level,
LS indicates Lexical simplification and SS indica-
tion Syntactic simplification

Figure 2: the percentage of each operation applied.
LS indicates Lexical simplification and SS indica-
tion Syntactic simplification

three-level simplification, original to LS then
Lexical simplification to syntactic simplifica-
tion. On the other hand, 10% sentences were
not very complex and only LS was sufficient
to produce the final simplified version, whereas
18.3% sentences could only be simplified by SS.
Around 12.7% sentences were simple enough
not to require simplification of any form.

Figure 2 also summarizes the percentage of
each of the simplification operation. Reword-
ing is the most significant operation followed in
Lexical Simplification through which 77.61%
of simplification was accomplished. Same
trend was observed by (Coster and Kauchak,
2011) where they report 65% rewording oper-
ations for English. In case of Syntactic Sim-
plification, deletion was found to be the most
frequent operation accounting to 84% of cases,
this is also in line with results from previous re-
searches (Coster and Kauchak, 2011; Brunato
et al., 2016; Gonzalez-Dios et al., 2018). In-
sertion, split and merge and reordering follow
with 9.12%, 4.24% and 2.14% usage respec-
tively.

Figure 3 shows the data statistics found in
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the corpus, which depicts the average charac-
ters and words per sentence in the form of
graph. Total numbers of words are lesser in
lexical and syntactically simplified sentences
as compared to original sentences. Average
words per sentence in original sentence, Lexi-
cal simplified sentence and syntactically sim-
plified sentence are 13.87, 13.51 and 10.33
respectively.  This corpus can be specifi-
cally useful for developing automatic Sen-
tence simplification as well as for improving
many NLP tasks like text summarizing (Sid-
dharthan, 2014), machine translation (MT)
(Stajner and Popovic, 2016) and generation of
questions (Heilman and Smith, 2010).

6 Text Simplification model

We used phrase based MT to build Automatic
Text simplification models as has been com-
monly done in the literature. We divided
our corpora into three parallel groups: (1)
original to simplified lexical corpus, with 641
pairs of sentences with 31 sentences from the
news domain, (2) lexical to syntactic sim-
plified corpus with 661 sentences pair with
51 sentences added from kids stories and (3)
(Original-Lexical-Syntactic) the concatenation
of the both first and second group with the
1,302 sentences pair in which original appears
two times as source data and lexical and syn-
tactic level corpora as the target data. Each
group is divided into 3 parts to build the PB-
SMT models on random selection as 55% of
sentences for training, 25% of sentences pairs
for tuning and 20% of sentences pairs for test-
ing.

Moses toolkit (Koehn et al., 2007) was
used to train the simplification models sep-
arately.The models were evaluated using the
EASSE toolkit and obtained the BLEU score
66.41 for first group of data, 40.18 for second
group and 54.28 for concatenation of both data
as shown in the Table 3. Our corpus may not
be sufficient to build powerful models for sim-
plifying sentences, but it is useful to test the
generalization of the model for simplification
of sentences.

Table 4 shows the simplified sentences from
the model; first row sentences are simplified
by Original to the lexical simplification sys-
tem; second row is by Lexical to syntactic sim-



Total Words/(1000) _
e

0 5 10

syntatctic

15

20

M Lexical

25
B Original

30 35 40 45

Figure 3: Average words and character per level in the corpus

Corpus ‘ sentences pair ‘ BLEU ‘ SARI
Original to Lexical 641 70.437 | 37.382
Lexical to Syntactic 661 44.387 | 21.862
Original-lexical-Syntactic | 1,302 53.615 | 28.333

Table 3: BLEU and SARI score of Urdu Systems

plification system; and the last row is simpli-
fied by Original-lexical-syntactic. The system
has successfully replaced the complex word
with a common word in the target sentences.
The first system replaced _w& <look> with
Ji<look>. The second system performed a
deletion operation in simplification, but the
output sentence still needs to be corrected in
comparison to the reference sentence. Increas-
ing corpus size can improve the system output.
In the last sentence, The system has simpli-
fied the sentence via both lexical and syntac-
tically. The system has replaced the complex
word o ,l=<contempt> with & <Inferior>
and deleted § the same as in reference sen-
tence.

System | Sentence
1
Input G 8K b osle ol
Output GBas s b oyl P
s 5 3 b opls el
Refer S 50l
elerence (She looked around)
2
Tnput s s L_Tvm;jé;wdugé:),\J),4§g,§'L‘VLJ\
Output -‘L;JL\w@;wdleéa))\j);j'guﬁé‘_\';udl
i S 4 > Lo
Reference | 75 L, OS5 ud)}{'g u,? = L d Lo
(She did not allow her children’s upbringing to diminish.)
3
Input Lo s e sl § ol o oy
Output ot 2SS e 0s s RS P oy
f o o S e 0y i T o oy
Reference (They look down on us.)

Table 4: Output example of each Urdu system men-
tioned in Table 3
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7 Comparison of Systems

In order to establish a comparison of our pre-
pared corpus with corpora of other languages,
we built systems using various corpora includ-
ing OneStopEnglish (Vajjala and Lucic, 2018),
SimPA (Scarton et al., 2018), and PWKP
(Hwang et al., 2015) corpus which are in En-
glish language, and Simpliki (Tonelli et al.,
2016) and PaCCSS-It (Brunato et al., 2016)
which are Italian simplification corpora. We
translated these corpora to Urdu using google
translate randomly selected 1,302 pairs of sen-
tences. Automatic translations of the Turk
corpus (Xu et al., 2015) were used as test
set. Tables 5 and 6show the metrics scores
and output of these systems. The system build
on simUR (our created corpora) showed an ex-
cellent BLEU score. The SARI score of all
systems is between 24 and 29. SARI score
of SimUr is 26.036. Paccss-it obtained the
best SARI score which is 29.441 but obtained
the lowest BLEU score. The simplification of
Paccss-it corpus is based on few additional op-
erations such as verbal features, sentence type
and this corpus original level is also more com-
plex than our corpus. The lowest SARI score
is obtained by the simPA-ls that are 24.738
where this corpus is based solely on lexical sim-
plification but has obtained a higher BLUE
score.

8 Discussion and Analysis

Table 5 shows that simUr got a better BLEU
score as compared to other systems. However,
the SARI score for the system is average. If
scores of simUr are compared with other sys-
tems, it shows that the corpus level of this



system is intermediate because the values of
this system are nearer to OneStopEnglish (Ele-
Adv) corpus level. We can therefore conclude
from the result that if the small corpus is to
be built, then it should be complex on an ad-
vanced level as the paCCSS-It corpus. The
paCCSS-It system achieved the highest SARI
score, since it includes complex sentences in
comparison with our corpus. The more compli-
cated the corpus, the more vocabulary it will
cover.

Because of the short dataset the PBSMT
works well on lexical substitution. As Table
6 shows some simple sentences by all systems
built on different corpora. simUr is the only
system that has substituted the complex word

e <As> with simple word , b <As>
in the first sentence. simUr has simplified the
sentence with a lexical operation, but the ref-
erence sentence is simplified with a syntactic
operation. In second sentence, simUR has re-
placed the word A 1 <long long> with the
e b 25 <Big b1g> PaCCSS-IT system has
replaced »l <appears> with wlu <Probably>
and simPA-Is replaced s b <side> with ol
<All four>. In the reference sentence, & L L
<long long things> is replaced with e 3 }A&.@;
<Spread out>. In all these changes, the re-
placement of the simUr system is more similar
in the sense of the original word based on the
context of the Urdu language.

<~

9 Summary

We have done experimentation through the
supervised method using the Moses toolkit
(Koehn et al., 2007) on our corpus. Three sys-
tems are constructed using the corpus; the first
is based on a simplified lexical corpus, the sec-
ond system is based on the syntactically sim-

Corpus Sub-levels | BLEU SARI
SimUR 50.736  26.036
Wiki 49.653 27.244
PaCCSS-IT 46.287  29.441
SimPA SS-sim 46.19  28.854
SS-LS-sim | 49.276  27.351

LS-sim 52.066 24.738

OneStopEnglish Ele-adv 49.822  27.018
Adv-ini 49.741  27.678

Adv-ele 48.612  27.943

Simpitiki 50.523  25.835

Table 5: BLEU and SARI score of all systems
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No. System _Sentence
T Toput
simUR Output
paCCSSIT | Output
Wiki Output
SimP A Output
-ls Output
s | Output
Output
Output
Output

Reference 7
s s

2 Output
simUR Output
PaCCSSIT
Wiki
SimPA-ss
simPA-ls
SimPA-ss-Is
Adv-Ele
Adv-ini
Ele-Adv

-ty JL‘\‘)*’S.)P“)JJ:‘P\ calp a“ﬂuﬁif—L
JPSE SUPICYRY QU IPRR PSR PG IT] vuw”;“:
-ty JL‘\‘)*’S.)P“)JJ:‘P\ calp a“ﬂuﬁif—i
S5 ol Bk 8 g pal el oS a 4
LL)/JL‘\ )"Sﬂjv‘r’\ LL}*‘L FIOS SUERIE

Output
Output
Output
Output
Output
Output
Output
Output

“v‘)ﬂf »xf»‘ L»/Jufié
JUJ*SJA»»‘»\ LL;* a“ﬂuﬁiﬁ

Reference  ~

Table 6: comparison of output of all systems

plified corpus, and the third system is based on
the lexical and syntactic corpus. The lexical
system achieved an excellent score of BLEU
and SARI as compared to the other two sys-
tems.

We compared our corpus with other avail-
able simplification corpus by construction sys-
tem through PBMT. All systems are trained
on the same size of the corpus. These systems
are test on the Turk corpus (Xu et al., 2015).
For preparing other corpora, we translated all
corpora to Urdu language via google translate.

Although the best score of BLEU is achieved
by the system build on our simUr corpora
as shown in table 5; however, the simUr sys-
tem got a comparable SARI score. PaCCSS-
It achieved the best SARI score. The simpli-
fication of this corpus is based on few addi-
tional operations such as verbal features and
sentence type of PaCCSS-It, so it is also com-
plex than simUr corpora. A PBMT system on
Wiki corpus achieves almost similar levels of
BLEU as SimUR. This shows that good sim-
plification systems can be built for Urdu even
with such small amounts of parallel corpus for
lexical simplification.

10 Conclusion

We have introduced the first monolingual par-
allel Urdu corpus for sentence simplification
using text from a famous writer’s book. The
corpus is the basic requirement for develop-
ing an automatic simplification system and has
a multitude of applications in NLP. Our cor-
pus contains 1220 simple sentences based on
610 complex sentences along with their sim-
pler versions lexical and syntactic. This sim-



plification is carried out by using simplification
operations including substitution, deletion, in-
sertion and reordering of words and phrases.
We also built simplification systems using our
corpus and have taken an initiative towards
Urdu simplification systems.
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