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Abstract

Amidst rising mental health needs in soci-
ety, virtual agents are increasingly deployed
in counselling. In order to give pertinent ad-
vice, counsellors must first gain an understand-
ing of the issues at hand by eliciting sharing
from the counsellee. It is thus important for
the counsellor chatbot to encourage the user
to open up and talk. One way to sustain the
conversation flow is to acknowledge the coun-
sellee’s key points by restating them, or prob-
ing them further with questions. This paper
applies models from two closely related NLP
tasks — summarization and question genera-
tion — to restatement and question generation
in the counselling context. We conducted ex-
periments on a manually annotated dataset of
Cantonese post-reply pairs on topics related
to loneliness, academic anxiety and test anxi-
ety. We obtained the best performance in both
restatement and question generation by fine-
tuning BertSum, a state-of-the-art summariza-
tion model, with the in-domain manual dataset
augmented with a large-scale, automatically
mined open-domain dataset.

1 Introduction

Advances in dialog modeling have facilitated chat-
bot use in many domains (Li et al., 2016; Zhou
etal., 2020; Wang et al., 2020a). They are now also
increasingly deployed for mental health assistance,
including counselling (Fitzpatrick et al., 2017).
Dialogs in counselling share some common char-
acteristics with those in other domains. Advice
generation, for example, can be implemented with
a Q&A model that retrieves counselling materials
from a knowledge base (Liu et al., 2013; Huang
et al., 2015). Empathetic language — words that
reflect the feelings of one’s interlocutors — is con-
ducive to establishing rapport with the counsellee.
Research in empathetic response generation has
led to systems that can recognize the emotional
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state of the user, and generate responses tailored
to that state (Lubis et al., 2018; Lin et al., 2019).
The counsellor must also encourage the counsellee
to open up and talk in order to gain an adequate
understanding of the issues at hand. A common
strategy to sustain the conversation flow is to use
“encouragers” (Ivey and Ivey, 2003), such as back-
channel phrases, restatements and questions. A
good restatement acknowledges main points from
the counsellee by paraphrasing or summarizing
them. A helpful question elicits elaboration on a
key point and invites collaborative problem solving.
Table 1 shows some examples.

This paper focuses on automatic generation of
restatements and questions for counselling dialogs.
Specifically, it addresses two research questions:

 Text summarization and question generation
are NLP tasks that are potentially relevant to
the counselling domain. Can we adapt mod-
els designed for these tasks to produce high-
quality restatements and questions for a coun-
sellor chatbot?

* Dialog data for domain-specific tasks such as
counselling is often limited. Can we leverage
open-domain dialog data to improve restate-
ment and question generation?

Our experiments compare a number of summa-
rization, question generation and dialog models for
the single-turn reply generation task. We obtained
the strongest model by fine-tuning BertSum (Liu
and Lapata, 2019), a state-of-the-art summariza-
tion model, with an in-domain, manually annotated
dataset augmented with a large-scale, automatically
mined open-domain dataset.

After summarizing previous work (Section 2)
and presenting our dataset (Section 3), we describe
our approach for restatement and question gen-
eration (Section 4). We then report experimen-
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Post

Restatement

Question

(a) FFIERIERES — € G IR G R A
BOERE FHCHE fo— g L
Before a test, I skip dinner to study and I
say to myself, “I must not lose”

PR — € W& T Ly

You must not lose

PRIl 5 M8 LR F 2

Who are you competing
with?

(b) ProfessorZ & A5 H B 5 i O] EhEE | ZadShEE TR T IR PRIE R 7
The professor teaches poorly and gives Exam is extremely Are there questions you

a really hard exam hard can’t answer in the exam?
(c) B R RH 5 URMEIRR - JLAET | (RO &l &R TRE TR 1 B A
Hba IR A R IE?

I just knew I’1l get a headache during
the exam, like I did before.

You worry you’ll get a
headache during the exam

Have you tried to
consult a doctor?

(d) IR BRI 5. B AR ZIR R ..
Making friends is not so easy ... [I] don’t
want bad friends ...

IRREWER S

You think it’s not easy
to make friends

ROKESEA T ?
You think bad friends
are bad for you?

Table 1: Example post-statement and post-question pairs from our manually annotated dataset (Section 3.1) ad-
dressing issued related to (a,b) academic anxiety; (c) test anxiety; and (d) loneliness

tal results (Section 5) and conclude (Section 6).
Our datasets are available for download from
https://github.com/CantoneseCounsellorChatbot

2 Previous work

While chatbot response generation has exploited
models from machine translation (Ritter et al.,
2011) and question answering (Liu et al., 2013),
there has been less effort in leveraging those from
other NLP tasks such as text summarization and
question generation. This section reviews research
in these two fields.

2.1 Text summarization

Text summarization models, which condense an
input text into a shorter version, can generate short
summaries or headlines (Rush et al., 2015). Pre-
trained language models such as BERT (Devlin
et al., 2019) have been shown to boost the quality
of summarization, among many other NLP tasks.
Among the best-performing models is BertSum,
which uses a document-level BERT-based encoder
to express the semantics of the input text document
and obtain sentence representations (Liu and Lap-
ata, 2019). Its fine-tuning schedule adopts different
optimizers for the encoder and the decoder, and has
been shown to improve performance by alleviating
the mismatch between them.

Compared to open-domain dialogs, a human
counsellor more often gives shorter replies and re-
flects the points made by the counsellee. Summa-
rization models can therefore potentially be helpful

in generating restatements in the counselling do-
main. Generic summarization models, however,
likely need to be fine-tuned since restatements are
not identical to summaries. In Table 1(c), for in-
stance, the perspective changes from first person to
second person (‘I’ll get a headache” — “You’ll get
a headache’); empathetic words are also inserted
to diagnose the counsellee’s emotion (“You worry
...). To our knowledge, this is the first reported
evaluation on applying a summarization model to
counselling dialog generation.

2.2 Question generation

A question generation model composes a question
from an input text. Neural question generation al-
gorithms have recently attained state-of-the-art per-
formance. For example, a sequence-to-sequence
model with an attention mechanism has been pro-
posed by Du et al. (2017). Answer separation
techniques have further improved question qual-
ity (Kim et al., 2019).

Question generation is slightly different in the
dialog context in that the answer should gener-
ally not be found in the input text, i.e., the pre-
vious utterances, so that the question would not
seem redundant. Question generation models
have been deployed to engage users in a con-
versation (Mostafazadeh et al., 2016), but the re-
search was focused on images. Template-based ap-
proaches, as exemplified by ELIZA (Weizenbaum,
1983), can also transform the user’s statements into
questions. These templates are labor-intensive to



Post-reply Pairs Length

type post | reply
Post-restatement | 12,634 | 40.1 | 7.9
Post-question 9,036 | 36.8 | 11.1

Table 2: Statistics on manual dataset (average length in
number of characters)

Post-reply | Method Pairs | Length
type post | reply
Post- Extraction | 72.6K | 13.6 | 6.3
restatement | Matching | 36.9K | 47.6 | 6.2
Post- Extraction | 80.7K | 12.0 | 6.3
question Matching | 33.1K | 22.8 | 10.9

Table 3: Statistics on automatically mined dataset (av-
erage length in number of characters)

construct, however, and may not provide sufficient
coverage.

3 Data

Our data consists of post-reply pairs, a term that
will be used henceforth to refer to both post-
restatement and post-question pairs. This section
describes the construction process of two datasets,
which contain in-domain, manually crafted (Sec-
tion 3.1) and open-domain, automatically mined
(Section 3.2) post-reply pairs, respectively.

3.1 Manual dataset

We recruited 10 undergraduate students to collect
Cantonese social media posts with content con-
cerning loneliness, academic and test anxiety. For
each of the 6,294 posts collected, human annota-
tors marked a text span as their “target phrase”,
and composed a restatement and/or question for
that phrase. As shown in Table 2, the dataset con-
tains 12,634 post-restatement pairs and 9,036 post-
question pairs. There are on average 2.2 gold re-
statements per post, and 1.6 gold questions per
post.

3.2 Automatically mined dataset

This dataset was automatically mined from the
LCCC dataset (Wang et al., 2020b), which consists
of 6.8 million Mandarin dialogs; and from 89K
post-reply pairs crawled from Cantonese discus-
sion forums in Hong Kong. We used two methods
to generate post-reply pairs:

Extraction. To produce post-restatement pairs,
we identified the longest common string of the

post and the reply in each post-reply pair in the
open-domain corpora above. We extracted all pairs
whose longest common string contains at least four
characters, and used the repeated string in the post
as the restatement. To extract post-question pairs,
we identified post-reply pairs whose reply starts
with a short question, defined as a question mark
preceded by no more than 10 characters.
Matching. We identified all posts that contain a
text span that matches a target phrase in the manual
dataset (Section 3.1). We then reused the restate-
ment and/or question for that target phrase to form
a new post-restatement and/or post-question pair.

4 Approach

We first construct and evaluate models for restate-
ment generation and for question generation sepa-
rately (Section 4.1). We then combine these models
to interleave restatements and questions in a coun-
selling dialog (Section 4.2).

4.1 Restatement and Question Generation

We focus on generation-based rather than retrieval-
based models, in order to tailor restatements and
questions specifically to the content in the post.
For each of the following approaches, we trained
a restatement generation model by fine-tuning the
pre-trained model with post-restatement pairs in the
manual dataset (Section 3.1); we then separately
trained a question generation model in a similar
fashion.

DialoGPT We used GPT2 for Chinese chitchat',
a dialog model that is based on Di-
aloGPT (Zhang et al., 2020) and trained on
GPT2-Chinese (Du, 2019). We fine-tuned the
pre-trained model with our post-reply pairs
(Section 3.1).2

mTS Competitive question generation models
can be built by fine-tuning the Google T5
model (Pan et al., 2021). Adopting a simi-
lar approach with mT5 (Xue et al., 2021), a
multilingual variant of TS, we fine-tuned the
mT5-base model with our post-reply pairs.>

"https://github.com/yangjianxin1/GPT2-chitchat

>We used AdamW with a learning rate of 1.5e-4 and 2000
warmup steps as the optimizer. We fine-tuned the model for
50 epochs with batch size 32.

3We used a learning rate of le-4 and fine-tuned the model
for 10 epochs with batch size 32, with the software provided
at http://github.com/patil-suraj/question_generation



BertSum BertSum is a state-of-the-art summariza-
tion model (Liu and Lapata, 2019). We used
the abstractive summarization model, which
uses a standard encoder-decoder framework.
The encoder is the pre-trained Bert and the de-
coder is a 6-layered Transformer with random
initialization. We fine-tuned its pre-trained
bert-base-chinese model with our post-reply
pairs.*

Global Encoding The Global Encoding frame-
work, which has shown competitive result in
text summarization, seeks to improve the rep-
resentations of the source-side information by
using global information of the source con-
text (Lin et al., 2018). Similar to above, we
fine-tuned the pre-trained model with our post-
reply pairs.’

Oracle Retrieval To gauge the maximum perfor-
mance of a retrieval-based paradigm, this al-
gorithm selects the highest-scoring reply in
the training set in terms of ROUGE-L.

We further fine-tuned the DialoGPT, mTS5, Bert-
Sum and Global Encoding models with the au-
tomatically mined dataset (Section 3.2). The re-
sulting models are denoted as DialoGPT+, mT5™,
BertSum™, and Global Encoding™.

4.2 Interleaving restatements and questions

A conversation becomes monotonous and even ir-
ritating if the counsellor repeatedly gives restate-
ments or asks questions. Using DialoGPT and
BertSum™, the two strongest models for question
generation (Table 5), we investigated the following
methods to choose between a restatement candidate
and question candidate as the reply.

BertSumjg +Q This model is trained with the same
settings as BertSum™ (Section 4.1), except
that it is fine-tuned with both post-restatement
and post-question pairs.

BertSum™ (threshold) This algorithm responds
with a question when the BertSum™ model for

*We used two Adam optimizers with 5, = 0.9 and
B2 = 0.999 for the encoder and the decoder, respectively,
and learning rate lrg = 0.002 and Irp = 0.1. All models
were trained for 200,000 steps. Model checkpoints were saved
and evaluated on the validation set every 2,500 steps. We
selected the best checkpoint based on their evaluation loss on
the validation set.

>We used Adam with learning rate 0.0003 and learning
rate decay parameter 0.5. We fine-tuned the model for 30
epochs with batch size 64.

questions surpasses a confidence threshold;
otherwise, it responds with a restatement. The
tuning of the threshold will be described in
Section 5.3.

BertSum™ (random) This algorithm randomly
chooses either the BertSum™ model for re-
statements or the BertSum™ model for ques-
tions.

BertSum™ (ceiling) Designed to measure the
maximum performance of BertSum™, this
algorithm identifies the subset of posts
for which BertSum™ generates the highest-
scoring questions in terms of ROUGE-L. It
replies to these posts with the generated ques-
tions, and to the remainder with restatements.

DialoGPT (ceiling) Same as above, the algorithm
uses DialoGPT rather than BertSum™.

5 Experimental results

All results are based on 5-fold cross-validation
on the manual dataset (Section 3.1).  Fol-
lowing previous research, our evaluation met-
rics include BLEU (Papineni et al., 2002) and
ROUGE (Lin, 2004). In addition, we report re-
sults with METEOR (Banerjee and Lavie, 2005)
and BertScore (Zhang et al., 2019).

5.1 Restatement generation

Table 4 shows the results for restatement genera-
tion. When fine-tuned on the manual dataset only,
DialoGPT yielded a ROUGE-L score of 0.5525,
outperforming Global Encoding (0.4031), mT5
(0.4960) and BertSum (0.4938).

When augmented with the automatically mined
post-restatement pairs, BertSum™ achieved the best
ROUGE-L score (0.7142). It also outperformed
other models in terms of BLEU, METEOR and
BertScore. In terms of ROUGE-L, it even sur-
passed Oracle Retrieval (0.6932), which means that
the restatements generated by the model were su-
perior to the best available in the training set.

5.2 Question generation

Generally, automatically generated questions have
lower ROUGE scores than restatements (Table 5).
DialoGPT achieved only 0.4160 ROUGE, com-
pared to 0.5525 for restatements. It outper-
formed both Global Encoding (0.3766) and Bert-
Sum (0.3602).



Model ROUGE-1 | ROUGE-2 | ROUGE-L | BLEU | METEOR | BertScore
DialoGPT 0.5587 0.4369 0.5525 0.5010 | 0.5135 0.4954
DialoGPT™ 0.5740 0.4656 0.5681 0.5038 | 0.5303 0.5127
Global Encoding | 0.4114 0.2588 0.4031 0.3200 | 0.3347 0.3511
Global Encoding™ | 0.6136 0.5079 0.6073 0.5449 | 0.5738 0.5508
mT5 0.5004 0.4133 0.4960 0.4102 | 0.4332 0.4276
mT5+ 0.5550 0.4787 0.5520 0.4751 | 0.5051 0.4712
BertSum 0.5013 0.3171 0.4938 0.4315 | 0.3986 0.3618
BertSum™ 0.7184 0.6362 0.7142 0.6518 | 0.6881 0.6647
Oracle Retrieval 0.6902 0.6011 0.6932 0.6709 | 0.6878 0.6604

Table 4: Model performance on restatement generation (the + superscript means the training set includes the

automatically generated data)

Model ROUGE-1 | ROUGE-2 | ROUGE-L | BLEU | METEOR | BertScore
DialoGPT 0.4252 0.2601 0.4160 0.4157 | 0.3605 0.4273
DialoGPT™ 0.3952 0.2360 0.3848 0.3803 | 0.3251 0.3905
Global Encoding | 0.3845 0.2085 0.3766 0.3658 | 0.3082 0.3820
Global Encoding™ | 0.4073 0.2516 0.3990 0.3887 | 0.3372 0.4004
mT5 0.3807 0.2415 0.3699 0.3669 | 0.3184 0.4152
mT5+ 0.3564 0.2293 0.3472 0.3338 | 0.2975 0.3932
BertSum 0.3676 0.1718 0.3602 0.3568 | 0.2591 0.2992
BertSum™ 0.4752 0.3171 0.4665 0.4390 | 0.4002 0.4658
Oracle Retrieval 0.6597 0.5612 0.6538 0.6401 | 0.6111 0.6626

Table 5: Model performance on question generation (the + superscript means the training set includes the automat-

ically generated data)

When augmented with the automatically mined
dataset, BertSum™ again showed significant gains
in performance. It achieved the highest ROUGE-
L score (0.4665), followed by Global Encoding™
(0.3990) and DialoGPT* (0.3848). Although mT5
is designed for question generation, its output
scored lower than the other models in ROUGE-
L, both when it is trained without (0.3699) and
with the automatically mined data (0.3472).

5.3 Interleaving restatements and questions

Since it is more challenging to generate questions
than restatements, a fair comparison between the
algorithms requires a constant question frequency
— i.e., the proportion of posts in the evaluation
data to which the chatbot offers a question as re-
sponse. The BertSumE +Q model generated ques-
tions 27.1% of the time and restatements 72.9% of
the time.% We therefore set the confidence thresh-
old for the BertSum™ (threshold) model such that
its question frequency would also be 27.1%. We

8The output is considered a question if it achieves a higher
ROUGE-L score with the gold output in the post-question pair
than the post-restatement pair (Section 3.1).

likewise configured the BertSum™ (random) model
to randomly choose 27.1% of the posts to reply
with questions.

As shown in Table 6, BertSum™ (threshold)
achieved the best performance at 0.7013 ROUGE-
L, higher than its random counterpart (0.6730),
BertSumE +Q (0.6702), as well as DialoGPT (ceil-
ing) (0.5604). It suffered only a degradation of 0.04
in comparison to BertSum™ (ceiling), which picks
the optimal posts for question generation. This re-
sult suggests the effectiveness of selecting reply
type with a confidence threshold.

One advantage of BertSum™ (threshold) over
BertSumE +¢ 1s the ease with which question fre-
quency can be adjusted to suit different conver-
sation styles. Figure 1 plots its ROUGE-L score
at various question frequencies. Since question
generation is more difficult, the score decreases
as questions are selected as the reply to a larger
proportion of posts. BertSum™ (threshold) outper-
formed both its random counterpart and DialoGPT
(ceiling) at all question frequencies.



Model ROUGE-1 | ROUGE-2 | ROUGE-L | BLEU | METEOR | BertScore
BertSumJIngQ 0.6752 0.5703 0.6702 0.6670 | 0.6308 0.6379
BertSum™ (random) | 0.6793 0.5664 0.6730 0.6884 | 0.6376 0.6412
BertSum™ (threshold) | 0.7071 0.6061 0.7013 0.7232 | 0.6673 0.6621
BertSum™ (ceiling) 0.7504 0.6610 0.7456 0.7548 | 0.7137 0.7122
DialoGPT (ceiling) 0.5679 0.4371 0.5604 0.5156 | 0.5111 0.5147

Table 6: Model performance on response generation of either restatement or question (the + superscript means the

training set includes the automatically generated data)

0.75 —— BertSum+ (threshold)

BertSum+ (ceiling}
DialoGPT (ceiling)
—— BertSum+ (random)
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Figure 1: ROUGE-L score of BertSum™ (thresh-
old), BertSum™ (ceiling), BertSum™ (random) and Di-
aloGPT (ceiling) at various question frequencies.

6 Conclusion

Restatements and questions are common conver-
sation strategies in counselling. This paper has in-
vestigated automatic generation of these two reply
types by exploiting models of two closely related
NLP tasks — summarization and question genera-
tion. We obtained the best generation performance
for both reply types by fine-tuning BertSum, a state-
of-the-art summarization model, with an in-domain,
manually annotated dataset augmented with a large-
scale, automatically mined open-domain dataset.
We then showed that restatements and questions
can be interleaved with a confidence score thresh-
old.

To the best of our knowledge, this is the first
reported application of summarization models on
chatbot response generation in the counselling do-
main. It is hoped that our proposed techniques can
improve the quality of a counsellor chatbot for the
public. Further research is needed to take into ac-
count the progress of the counselling session when
selecting a reply (Althoff et al., 2016; Zhang and
Danescu-Niculescu-Mizil, 2020), and to measure
correlation with counselling outcomes.
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