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Abstract

This paper addresses the novel task of lyrics
completion for creative support. Our proposed
task aims to suggest words that are (1) atypical
but (2) suitable for musical audio signals. Pre-
vious approaches focused on fully automatic
lyrics generation tasks using language mod-
els that tend to generate frequent phrases, de-
spite the importance of atypicality for creative
support. In this study, we propose a novel
vector space model and hypothesize that em-
bedding multimodal aspects (words, draft sen-
tences, and music audio) in a unified vector
space contributes to capturing (1) the atypical-
ity of words and (2) the relationships between
words and the moods of music audio. To test
our hypothesis, we used a large-scale dataset
to investigate whether the proposed model sug-
gests atypical words.

1 Introduction

Lyrics are important in conveying emotions and
messages in popular music, and the recently in-
creasing popularity of user-generated content on
video sharing services makes writing lyrics popular
even for novice writers. Lyrics writers, however,
unlike the writers of prose text, need to create at-
tractive phrases suitable for the given music. Writ-
ing lyrics is thus not an easy job.

Its difficulty has motivated a range of studies for
automatic lyrics generation (Oliveira et al., 2007;
Potash et al., 2015; Watanabe et al., 2018). For
example, Watanabe et al. train a Recurrent Neural
Network Language Model (RNN-LM) that gener-
ates fluent lyrics while maintaining compatibility
between the boundaries of lyrics and melody struc-
tures. However, even if LMs generate perfect lyrics,
a fully automatic generation system cannot support
writers because it ignores their intentions.

In this study, for creative support instead of lyrics
generation, we design a lyrics completion task that

Figure 1: Overview of lyrics completion task.

recommends candidate words for the blank in a
given sentence (Fig. 1). Specifically, we focus on
the following two properties of lyrics. (1) Lyrics
sometimes depend on the moods of music audio
(e.g., “death” is often used in metal songs) (Watan-
abe and Goto, 2019). We propose a task in which a
system recommends words suitable for the mood
of a given song excerpt represented as an audio sig-
nal. (2) Atypicality is important in writing lyrics; to
make lyrics attractive, writers consider both typical
and atypical phrases. However, previous study on
lyrics generation has used LMs that predict highly
frequent (i.e., typical) words (Barbieri et al., 2012;
Potash et al., 2015; Watanabe et al., 2017, 2018).
Creative support systems need to recommend un-
usual and rare (i.e., atypical) words while maintain-
ing the fluency of the sentence.

We therefore propose a multimodal vector space
model (VSM), lyrics-context2vec, that, given a
draft sentence with a blank, suggests atypical words
while maintaining the relationship with the mood
of the music audio. With lyrics-context2vec, in-
put vectors (i.e., combinations of music audios and
draft sentences) and output vectors (i.e., atypical
words) are located near each other in a unified high-
dimensional vector space (Fig. 1). This model sug-
gests atypical words because we use typical words



as negative examples in its training.
The contributions of this study are summarized

as follows: (1) We propose, for creative support, a
novel multimodal vector space model that captures
the relationship between atypical words and the
mood of music audio. (2) We demonstrate that our
model suggests words suitable for the mood of the
input musical audio signal. (3) We demonstrate
that our model suggests words more atypical than
those suggested by RNN-LMs.

This paper is a short version of our MMM 2021
paper (Watanabe and Goto, 2021).

2 Lyrics-audio data

To model the relationship between lyrics and
moods of music audio, we obtained 458,572 songs,
each consisting of a pair comprising a text file of
English lyrics and an audio file of a music excerpt1.
Here each text file contains all sentences of the
lyrics of a song, and each audio file is a music
excerpt (30 sec) that was collected from the Inter-
net and provided for trial listening. We embedded
the moods of audio signals as well as the words
of lyrics into a unified vector space without using
coarse metadata (e.g., genre tags).

2.1 Bag-of-Audio-Words
To represent the mood feature of a short music
excerpt, we use a discrete symbol called an audio-
word (Liu et al., 2010). The bag-of-audio-words
(BoAW) creation procedure is as follows. (1) Each
music excerpt is downsampled to 22,050 Hz. (2)
LibROSA, a python package for music and audio
analysis, is used to extract 20-dimensional mel-
frequency cepstral coefficients (MFCCs) with the
FFT size of 2048 samples and the hop size of 512
samples. This result is represented as an MFCC ma-
trix (20 × 1280). (3) The MFCC matrix is divided
into 128 submatrices (20 × 10) without overlap.
(4) To create a vocabulary of k audio-words, we
apply the k-means++ algorithm to all the divided
MFCCs of all the songs. In other words, each k-th
cluster corresponds to an audio-word (aw). In this
study we made 3000 audio-words.

3 Atypical word completion model

We propose a multimodal vector space model
lyrics-context2vec that, given a music audio signal
and a draft sentence with a blank, suggests atypi-
cal words while maintaining the relationship with

1Lyrics were provided by a lyrics distribution company.

the mood of the music audio. Specifically, lyrics-
context2vec suggests the best N atypical words
w1, ..., wN that could fit with the context. Here we
assume two types of contexts: (1) the words on the
left and right sides of the blank and (2) the BoAW
converted from the audio signal.

There are two technical problems in recommend-
ing atypical words suitable for the music audio.
First, since most LMs learn to predict highly fre-
quent words, it is hard to suggest atypical words
that are important for creative support. Second,
how to model the relationship between words and
musical audio signals is not obvious.

To address the first problem, we focus on the
negative sampling strategy in word2vec (Mikolov
et al., 2013). This strategy was proposed for the
purpose of approximation because computation of
loss function is time-consuming. We, however, use
negative sampling for the purpose of suppression of
typical word recommendation because we want to
suggest atypical words for creative support. Since
negative examples are drawn from the distribution
of highly frequent words, it is expected that input
vectors of contexts are located far from vectors of
typical words. It is not obvious that the negative
sampling contributes to suggesting atypical words.

To address the second problem, we utilize the
mechanism of lyrics2vec proposed by Watanabe
and Goto. In lyrics2vec, co-occurring audio-words
and lyric words are located near each other under
the assumption that some words of lyrics are writ-
ten depending on the musical audio signal.

3.1 Model construction

Lyrics-context2vec is based on lyrics2vec and con-
text2vec (Melamud et al., 2016). Formally, con-
text2vec is a vector space model that encodes
left draft words w1, ..., wt−1 and right draft words
wt+1, ..., wT into latent vectors z1 and z2, re-
spectively, using two Recurrent Neural Networks
(RNNs). Then the target word vector v(wt) and
a vector that is nonlinearly transformed from the
latent vectors are mapped closely into a unified vec-
tor space. The loss function of context2vec Ec2v

is defined so that the inner product of the target
word vector v(wt) and the nonlinearly transformed
vector is maximized:

Ec2v = −logσ
(
v(wt)

T ·MLP([z1, z2])
)

−
S∑

s=1

logσ
(
−v(w′s)T ·MLP([z1, z2])

)
, (1)



where σ(·) is a sigmoid function. To obtain an
x-dimensional word vector representation, we de-
fine an embedding function v(·) that maps the
target word to an x-dimensional vector. S is
the number of negative examples w′s. [z1, z2]
denotes a concatenation of latent vectors z1

and z2. MLP(·) stands for multilayer percep-
tron. In this loss function, negative examples
w′s are sampled from the distribution P (w′s) =
D(w′s)

0.75/
∑

w′∈V (D(w′)0.75) where V is the vo-
cabulary and D(w′) is the document frequency of
a word w′. In other words, since frequent words
tend to be sampled as negative examples, we expect
that a draft sentence vector and the vector of highly
frequent typical words are located far away from
each other. When computing word completion, our
system displays target words with high cosine sim-
ilarity to the input context vector MLP([z1, z2]).

Then we extend context2vec to suggest atypical
words suitable for both the music audio and the
draft sentence by embedding three aspects (i.e., tar-
get words, draft sentences, and song-level audio).
We concatenate song-level audio and draft vectors
and define the loss function E so that the concate-
nated vector [z1, z2,

1
M

∑M
m=1 u(awm)] is located

close to the target word vector v(w):

E = −logσ
(
v(wt)

T · [z1, z2,
1

M

M∑
m=1

u(awm)]
)

−
S∑

s=1

logσ
(
−v(w′s)T · [z1, z2,

1

M

M∑
m=1

u(awm)]
)
, (2)

where we define the dimension of draft vectors
z1, z2 as d and define an embedding function u(·)
that maps the context word/audio-word to a d-
dimensional vector. M is the number of audio-
words in the song. We define the average of audio-
word vectors as a song-level audio vector.

4 Experiments

To evaluate whether lyrics-context2vec can sug-
gest (1) atypical words and (2) words suitable
for music audio, we designed word completion
tasks. The input of these tasks is T − 1 draft
words w1, ..., wt−1, wt+1, ..., wT of each sentence
in a test song. Therefore the model needs to fill
in the t-th blank with a word. We used the fol-
lowing Score to evaluate the performance of mod-
els in the lyrics completion task: Score@N =∑

r∈R 1(r ∈ {h1, ..., hN})/|R|, where r denotes
the correct word and |R| is the number of blanks

in the test data. h1, ..., hN are the top N suggested
words. 1(·) is the indicator function. In this study
we calculated Score@N , with N ranging from 1
to 20 under the assumption that our support system
suggests 20 words to users.

Here it is important to define which word in each
sentence is the correct word r. We defined four
types of correct answers:
Typicality We defined a randomly chosen word in
each sentence of the test song as the correct word
r. In this metric, high-frequency words tend to be
chosen as the correct answer. In other words, this
metric is a measure of typical word completion.
Atypicality We first calculated the document fre-
quency of words of the test song and then defined
the minimum-document-frequency word in each
sentence as the correct word. This metric is a mea-
sure of atypical word completion.
Music+Typicality In each sentence of the test song,
we extracted the word most similar to the music au-
dio of the song by using the pre-trained lyrics2vec
that was proposed by Watanabe and Goto. If the
document frequency of the extracted word was
more than 1,000, we defined this word as the cor-
rect word for the sentence and did not use the other
words. This metric is a measure of prediction of
typical words suitable for the music audio.
Music+Atypicality We extracted the word most
similar to the music audio of the song as with Mu-
sic+Typicality. If the document frequency of the
extracted word was less than or equal to 1,000,
we defined this word as the correct word for the
sentence and did not use the other words. This
metric is a measure of prediction of atypical words
suitable for the music audio of the song.

4.1 Comparison methods

To investigate the effect of our lyrics-context2vec,
we compared the following four models. (1) Bi-
RNN-LM, a bidirectional RNN-LM trained with
lyrics without audio. (2) Encoder-Decoder, a Bi-
RNN-LM in which the song-level audio vector
1
M

∑M
m=1 u(awm) is input to the initial RNN state.

(3) Context2vec (Melamud et al., 2016). (4) Lyrics-
context2vec, the proposed model. The RNN-LMs
(Bi-RNN-LM and Encoder-Decoder) predict words
with high predicted probability in the blank, and the
VSMs (context2vec and lyrics-context2vec) predict
the most similar words in the blank. Examples of
words suggested by the models are available at
a web page (https://kentow.github.io/

https://kentow.github.io/nlp4musa2021/


Figure 2: Results of the lyrics completion tasks.

nlp4musa2021/).

4.2 Settings

We randomly split our dataset into 80-10-10% divi-
sions to construct the training, validation, and test
data. In all models, we utilized Long Short-Term
Memory (LSTM) (Hochreiter and Schmidhuber,
1997) as the RNN layer. We chose d = 300 for the
dimension of the audio-word vector u(·) and the
dimension of the LSTM hidden state z. We chose
x = 900 for the dimension of the target word vec-
tor v(·). We used negative sampling with S = 20
negative examples. We used Adam (Kingma and
Ba, 2015) with an initial learning rate of 0.001
for parameter optimization. The model used for
testing was the one that achieved the best Mu-
sic+Atypicality score on the validation set.

4.3 Results

Figure 2(a) shows the result of the typical word
completion task (Typicality). As shown in this fig-
ure, RNN-LMs achieved higher scores than VSMs.
This is because the RNN-LMs are trained to maxi-
mize the probability of generating highly frequent
phrases. Interestingly, we can see that there is no
difference between the scores of Bi-RNN-LM and
Encoder-Decoder. This indicates that audio infor-
mation does not contribute to predicting typical
words. Typical words were thus expected to be
correlated with draft sentences rather than audio.

Regarding the task of predicting the typical
words suitable for music audio (Fig. 2 (c)), we can
observe results similar to those for the task Typical-
ity. This reinforces the fact that typical words can
be predicted from only the draft sentence, without
using audio information.

Regarding the atypical word completion (Fig. 2
(b)), VSMs achieved higher scores than RNN-LMs.
This indicates that negative sampling contributes to
suppression of typical word completion. Overall,

for atypical word completion tasks it is desirable
to use a VSM with negative sampling rather than a
LM aimed at generating typical phrases.

Regarding the main task Music+Atypicality
(Fig. 2 (d)), lyrics-context2vec predicted atypical
words suitable for music audio better than any of
the other models. This means that our model cap-
tures both the atypicality and the relationship be-
tween a music audio and words simultaneously.
Moreover, we can see that lyrics-context2vec per-
forms better than context2vec and that Encoder-
Decoder performs better than Bi-RNN-LM. This
indicates that using audio information contributes
to suggesting atypical words suitable for the music
audio.

5 Conclusion

We proposed lyrics-context2vec, a multimodal vec-
tor space model that suggests atypical but appro-
priate words for the given music audio and draft
sentence. In the vector space of lyrics-context2vec,
a vector corresponding to an atypical word in a
song and a song-level audio vector corresponding
to an audio excerpt of the song are located near
each other. We trained the models to suggest atypi-
cal words by embedding the highly frequent word
vector away from the song-level audio vector.

In the experiment, we used a large-scale dataset
to investigate whether the proposed model suggests
atypical but appropriate lyrics. Several findings
were obtained from experiment results. One is that
the negative sampling contributes to suggesting
atypical words. Another is that embedding audio
signals contributes to suggesting words suitable for
the mood of the music audio. We conclude that
embedding multiple aspects into a vector space
contributes to capturing atypicality and relationship
with audio.

https://kentow.github.io/nlp4musa2021/
https://kentow.github.io/nlp4musa2021/
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