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Preface

Welcome to the fourth edition of the Workshop on NLP for Internet Freedom: Censorship,
Disinformation, and Propaganda. This is the second time we are running the workshop virtually, due
to the COVID-19 pandemic. The pandemic has had a profound effect on the lives of people around the
globe and, as much cliché as it may sound, we are all in this together. COVID-19 is the first pandemic
in history in which technology and social media are being used on a massive scale to help people stay
safe, informed, productive and connected. At the same time, the same technology that we rely on to
keep us connected and informed is enabling and amplifying an infodemic that continues to undermine
the global response and is detrimental to the efforts to control the pandemic. In the context of the
pandemic, we define an infodemic as deliberate attempts to disseminate false information to undermine
the public health response and to advance alternative agendas promoted by groups or individuals. We
also realize that there is a vicious cycle: the more content is produced, the more misinformation and
disinformation expand. The Internet is overloaded with false cures, such as drinking bleach or colloidal
silver, conspiracy theories about the virus’ origin, false claims that the COVID-19 vaccine will change
patient’s DNA or will serve to implant in us a tracking microchip, misinformation about methods such
masks and social distancing, myths about the dangers and the real-world consequences of COVID-
19. The goal of our workshop is to explore how we can address these issues using natural language
processing.

We accepted 20 papers: 11 for the regular track and 9 for the shared tasks. The work presented at the
workshop ranges from hate speech detection (Lemmens et al., Markov et al., Bose et al.) to approaches
to identify false information and to verify facts (Maronikolakis et al., Bekoulis et al., Weld et al.,
Hämäläinen et al., Kazemi et al., Alhindi et al., Zuo et al.). The authors focus on different aspects
of misinformation and disinformation: misleading headlines vs. rumor detection vs. stance detection
for fact-checking. Some work concentrates on detecting biases in news media (e.g., Li & Goldwasser),
which in turn contributes to research on propaganda. They all present different technical approaches.

Our workshop featured two shared tasks: Task 1 on Fighting the COVID-19 Infodemic, and Task 2
on Online Censorship Detection. Task 1 asked to predict several binary properties of a tweet about
COVID-19, such as whether the tweet contains a verifiable factual claim or to what extent it is harmful to
the society/community/individuals; the task was offered in multiple languages: English, Bulgarian, and
Arabic. The second task was to predict whether a Sina Weibo tweet will be censored; it was offered in
Chinese.

We are also thrilled to be able to bring two invited speakers: 1) Filippo Menczer, a distinguished professor
of informatics and computer science at Indiana University, Bloomington, and Director of the Observatory
on Social Media; and 2) Margaret Roberts, an associate professor of political science at University of
California San Diego.

We thank the authors and the task participants for their interest in the workshop. We would also like to
thank the program committee for their help with reviewing the papers and with advertising the workshop.

This material is partly based upon work supported by the US National Science Foundation under Grants
No. 1704113 and No. 1828199.

It is also part of the Tanbih mega-project, which is developed at the Qatar Computing Research Institute,
HBKU, and aims to limit the impact of “fake news,” propaganda, and media bias by making users aware
of what they are reading, thus promoting media literacy and critical thinking.

The NLP4IF 2021 Organizers:

Anna Feldman, Giovanni Da San Martino, Chris Leberknight and Preslav Nakov
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Abstract

False information spread via the internet and
social media influences public opinion and
user activity, while generative models enable
fake content to be generated faster and more
cheaply than had previously been possible. In
the not so distant future, identifying fake con-
tent generated by deep learning models will
play a key role in protecting users from mis-
information. To this end, a dataset contain-
ing human and computer-generated headlines
was created and a user study indicated that hu-
mans were only able to identify the fake head-
lines in 47.8% of the cases. However, the
most accurate automatic approach, transform-
ers, achieved an overall accuracy of 85.7%, in-
dicating that content generated from language
models can be filtered out accurately.

1 Introduction

Fake content has been rapidly spreading across the
internet and social media, misinforming and affect-
ing users’ opinion (Kumar and Shah, 2018; Guo
et al., 2020). Such content includes fake news ar-
ticles1 and truth obfuscation campaigns2. While
much of this content is being written by paid writers
(Luca and Zervas, 2013), content generated by au-
tomated systems is rising. Models can produce text
on a far greater scale than it is possible to manually,
with a corresponding increase in the potential to
influence public opinion. There is therefore a need
for methods that can distinguish between human
and computer-generated text, to filter out deceiving
content before it reaches a wider audience.

While text generation models have received con-
sistent attention from the public as well as from the
academic community (Dathathri et al., 2020; Sub-
ramanian et al., 2018), interest in the detection of
automatically generated text has only arisen more

1For example, How a misleading post went from the
fringes to Trump’s Twitter.

2For example, Can fact-checkers save Taiwan from a flood
of Chinese fake news?

recently (Jawahar et al., 2020). Generative mod-
els have several shortcomings and their output text
has characteristics that distinguish it from human-
written text, including lower variance and smaller
vocabulary (Holtzman et al. (2020); Gehrmann et al.
(2019)). These differences between real and gener-
ated text can be used by pattern recognition mod-
els to differentiate between the two. In this paper
we test this hypothesis by training classifiers to
detect headlines generated by a pretrained GPT-2
model (Radford et al., 2019). Headlines were cho-
sen as it has been shown that shorter generated text
is harder to identify than longer content (Ippolito
et al., 2020).

The work described in this paper is split into two
parts: the creation of a dataset containing head-
lines written by both humans and machines and
training of classifiers to distinguish between them.
The dataset is created using real headlines from the
Million Headlines corpus3 and headlines generated
by a pretrained GPT-2. The training and develop-
ment sets consist of headlines from 2015 while the
testing set consists of 2016 and 2017 headlines. A
series of baselines and deep learning models were
tested. Neural methods were found to outperform
humans, with transformers being almost 35% more
accurate.

Our research highlights how difficult it is for hu-
mans to identify computer-generated content, but
that the problem can ultimately be tackled using au-
tomated approaches. This suggests that automatic
methods for content analysis could play an impor-
tant role in supporting readers to understand the
veracity of content. The main contributions of this
work are the development of a novel fake content
identification task based on news headlines4 and
analysis of human evaluation and machine learning
approaches to the problem.

3Accessed 25/01/2021.
4Code available at http://bit.ly/ant_headlines.
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2 Relevant Work

Kumar and Shah (2018) compiled a survey on fake
content on the internet, providing an overview of
how false information targets users and how au-
tomatic detection models operate. The sharing of
false information is boosted by the natural suscepti-
bility of humans to believe such information. Pérez-
Rosas et al. (2018) and Ott et al. (2011) reported
that humans are able to identify fake content with
an accuracy between 50% and 75%. Information
that is well presented, using long text with lim-
ited errors, was shown to deceive the majority of
readers. The ability of humans to detect machine-
generated text was evaluated by Dugan et al. (2020),
showing that humans struggle at the task.

Holtzman et al. (2020) investigated the pitfalls
of automatic text generation, showing that sam-
pling methods such as Beam search can lead to low
quality and repetitive text. Gehrmann et al. (2019)
showed that automatic text generation models use
a more limited vocabulary than humans, tending
to avoid low-probability words more often. Con-
sequently, text written by humans tends to exhibit
more variation than that generated by models.

In Zellers et al. (2019), neural fake news de-
tection and generation are jointly examined in an
adversarial setting. Their model, called Grover,
achieves an accuracy of 92% when identifying real
from generated news articles. Human evaluation
though is lacking, so the potential of Grover to fool
human readers has not been thoroughly explored.
In Brown et al. (2020), news articles generated by
their largest model (175B parameters) managed to
fool humans 48% of the time. The model, though,
is prohibitively large to be applied at scale. Further,
Ippolito et al. (2020) showed that shorter text is
harder to detect, both for humans and machines.
So even though news headlines are a very potent
weapon in the hands of fake news spreaders, it has
not been yet examined how difficult it is for humans
and models to detect machine-generated headlines.

3 Dataset

3.1 Dataset Development

The dataset was created using Australian Broadcast-
ing Corporation headlines and headlines generated
from a model. A pretrained5 GPT-2 model (Rad-
ford et al., 2019) was finetuned on the headlines
data. Text was generated using sampling with tem-

5As found in the HuggingFace library.

perature and continuously re-feeding words into
the model until the end token is generated.

Data was split in two sets, 2015 and 2016/2017,
denoting the sets a “defender" and an “attacker"
would use. The goal of the attacker is to fool read-
ers, whereas the defender wants to filter out the
generated headlines of the attacker. Headlines were
generated separately for each set and then merged
with the corresponding real headlines.

The “defender" set contains 72, 401 real and
414, 373 generated headlines, while the “attacker"
set contains 179, 880 real and 517, 932 generated.

3.2 Dataset Analysis
Comparison of the real and automatically gener-
ated headlines revealed broad similarities between
the distribution of lexical terms, sentence length
and POS tag distribution, as shown below. This
indicates that the language models are indeed able
to capture patterns in the original data.

Even though the number of words in the gener-
ated headlines is bound by the maximum number
of words learned in the corresponding language
model, the distribution of words is similar across
real and generated headlines. In Figures 1 and 2
we indicatively show the 15 most frequent words in
the real and generated headlines respectively. POS
tag frequencies are shown in Table 1 for the top
tags in each set. In real headlines, nouns are used
more often, whereas in generated headlines the dis-
tribution is smoother, consistent with findings in
Gehrmann et al. (2019). Furthermore, in generated
headlines verbs appear more often in their base
(VB) and third-person singular (VBZ) form while
in real headlines verb tags are more uniformly dis-
tributed. Overall, GPT-2 has accurately learned the
real distribution, with similarities across the board.

Figure 1: Top 15 Words for real headlines

Lastly, the real headlines are shorter than the gen-
erated ones, with 6.9 and 7.2 words respectively.
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Figure 2: Top 15 Words for generated headlines

Real Generated
POS freq POS freq
NN 0.372 NN 0.352
NNS 0.129 NNS 0.115
JJ 0.109 JJ 0.113
IN 0.108 IN 0.113
VB 0.045 VB 0.061
TO 0.040 TO 0.056
VBZ 0.033 VBZ 0.047
VBP 0.031 VBP 0.022
VBN 0.020 RB 0.017
VBG 0.020 VBG 0.015

Table 1: Frequencies for the top 10 part-of-speech tags
in real and generated headlines

3.3 Survey

A crowd-sourced survey6 was conducted to deter-
mine how realistic the generated text is. Partici-
pants (n=124) were presented with 93 headlines
(three sets of 31) in a random order and asked to
judge whether they were real or generated. The
headlines were chosen at random from the “at-
tacker" (2016/2017) headlines.

In total, there were 3435 answers to the ‘real or
generated’ questions and 1731 (50.4%) were cor-
rect. When presented with a computer-generated
headline, participants answered correctly in 1113
out of 2329 (47.8%) times. In total 45 generated
headlines were presented and out of those, 23 were
identified as computer-generated (based on aver-
age response). This is an indication that GPT-2
can indeed generate realistic-looking headlines that
fool readers. When presented with actual head-
lines, participants answered correctly in 618 out
of 1106 times (55.9%). In total 30 real headlines
were presented and out of those, 20 were correctly
identified as real (based on average response).

Of the 45 generated headlines, five were marked
as real by over 80% of the participants, while for

6Participants were students and staff members in a mailing
list from the University of Sheffield.

the real headlines, 2 out of 30 reached that thresh-
old. The five generated headlines were:

Rumsfeld Talks Up Anti Terrorism Campaign
Cooper Rebounds From Olympic Disappointment

Jennifer Aniston Tops Celebrity Power Poll
Extra Surveillance Announced For WA Coast

Police Crack Down On Driving Offences

At the other end of the spectrum, there were
seven generated headlines that over 80% of the
participants correctly identified as being computer-
generated:

Violence Restricting Rescue Of Australian
Scientists Discover Gene That May Halt Ovarian

All Ordinaries Finishes Day On Closing High
Waratahs Starting Spot Not A Mere Formality Sailor

Proposed Subdivision Wont Affect Recreational
Bangladesh To Play Three Tests Five Odis In

Minister Promises More Resources To Combat Child

Most of these examples contain grammatical er-
rors, such as ending with an adjective, while some
headlines contain absurd or nonsensical content.
These deficiencies set these headlines apart from
the rest. It is worth noting that participants ap-
peared more likely to identify headlines contain-
ing grammatical errors as computer-generated than
other types of errors.

4 Classification

For our classifier experiments, we used the three
sets of data (2015, 2016 and 2017) we had previ-
ously compiled. Specifically, for training we only
used the 2015 set, while the 2016 and 2017 sets
were used for testing. Splitting the train and test
data by the year of publication ensures that there
is no overlap between the sets and there is some
variability between the content of the headlines (for
example, different topics/authors). Therefore, we
can be confident that the classifiers generalize to
unknown examples.

Furthermore, for hyperparameter tuning, the
2015 data was randomly split into training and
development sets on a 80/20 ratio. In total, for
training there are 129, 610 headlines, for develop-
ment there are 32, 402 and for testing there are
303, 965.

4.1 Experiments
Four types of classifiers were explored: baselines
(Elastic Net and Naive Bayes), deep learning (CNN,
Bi-LSTM and Bi-LSTM with Attention), transfer

3



Method Ovr. Acc. Precision Recall
Human 50.4 66.3 52.2
Naive Bayes 50.6 58.5 56.9
Elastic Net 73.3 58.1 62.3
CNN 81.7 75.3 76.2
BiLSTM 82.8 77.9 77.3
BiLSTM/Att. 82.5 76.9 77.2
ULMFit 83.3 79.1 78.5
BERT 85.7 86.9 81.2
DistilBERT 85.5 86.8 81.0

Table 2: Each run was executed three times with
(macro) results averaged. Standard deviations are omit-
ted for brevity and clarity (they were in all cases less
than 0.5).

learning via ULMFit (Howard and Ruder, 2018)
and Transformers (BERT (Devlin et al., 2019) and
DistilBERT (Sanh et al., 2019)). The architecture
and training details can be found in Appendix A.

Results are shown in Table 2. Overall accuracy
is the accuracy in percentage over all headlines
(real and generated), while (macro) precision and
recall are calculated over the generated headlines.
Precision is the percentage of correct classifications
out of all the generated classifications, while recall
is the percentage of generated headlines the model
classified correctly out of all the actual generated
headlines. High recall scores indicate that the mod-
els are able to identify a generated headline with
high accuracy, while low precision scores show that
models classify headlines mostly as generated.

We can observe from the results table that hu-
mans are overall less effective than all the examined
models, including the baselines, scoring the low-
est accuracy. They are also the least accurate on
generated headlines, achieving the lowest recall. In
general, human predictions are almost as bad as
random guesses.

Deep learning models scored consistently higher
than the baselines, while transfer learning outper-
formed all previous models, reaching an overall ac-
curacy of around 83%. Transformer architectures
though perform the best overall, with accuracy in
the 85% region. BERT, the highest-scoring model,
scores around 30% higher than humans in all met-
rics. The difference between the two BERT-based
models is minimal.

Since training and testing data are separate (sam-
pled from different years), this indicates that there
are some traits in generated text that are not present
in human text. Transformers are able to pick up on
these traits to make highly-accurate classifications.

For example, generated text shows lower variance
than human text (Gehrmann et al., 2019), which
means text without rarer words is more likely to be
generated than being written by a human.

4.2 Error Analysis
We present the following two computer-generated
headlines as indicative examples of those misclas-
sified as real by BERT:

Extra Surveillance Announced For WA Coast
Violence Restricting Rescue Of Australian

The first headline is not only grammatically
sound, but also semantically plausible. A specific
region is also mentioned (“WA Coast"), which has
low probability of occurring and possibly the model
does not have representative embeddings for. This
seems to be the case in general, with the mention
of named entities increasing the chance of fooling
the classifier. The task of predicting this headline is
then quite challenging. Human evaluation was also
low here, with only 19% of participants correctly
identifying it.

In the second headline, the word “restricting"
and the phrase “rescue of" are connected by their
appearance in similar contexts. Furthermore, both
“violence" and “restricting rescue" have negative
connotations, so they also match in sentiment.
These two facts seem to lead the model in believing
the headline is real instead of computer-generated,
even though it is quite flimsy both semantically
(the mention of violence is too general and is not
grounded) and pragmatically (some sort of vio-
lence restricting rescue is rare). In contrast, humans
had little trouble recognising this as a computer-
generated headline; 81% of participants labelled it
as fake. This indicates that automated classifiers
are still susceptible to reasoning fallacies.

5 Conclusion

This paper examined methods to detect headlines
generated by a GPT-2 model. A dataset was created
using headlines from ABC and a survey conducted
asking participants to distinguish between real and
generated headlines.

Real headlines were identified as such by 55.9%
of the participants, while generated ones were iden-
tified with a 47.8% rate. Various models were
trained, all of which were better at identifying
generated headlines than humans. BERT scored
85.7%, an improvement of around 35% over hu-
man accuracy.
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Our work shows that whereas humans cannot
differentiate between real and generated headlines,
automatic detectors are much better at the task and
therefore do have a place in the information con-
sumption pipeline.
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A Classifier Details

ULMFit and the Transformers require their own
special tokenizers, but the rest of the models use
the same method, a simple indexing over the most
frequent tokens. No pretrained word vectors (for
example, GloVe) were used for the Deep Learning
models.

ULMFit uses pre-trained weights from the AWD-
LSTM model (Merity et al., 2018). For fine-tuning,
we first updated the LSTM weights with a learning
rate of 0.01 for a single epoch. Then, we unfroze
all the layers and trained the model with a learning
rate of 7.5e-5 for an additional epoch. Finally, we
trained the classifier head on its own for one more
epoch with a learning rate of 0.05.

For the Transformers, we loaded pre-trained
weights which we fine-tuned for a single epoch
with a learning rate of 4e-5. Specifically, the mod-
els we used were base-BERT (12 layers, 110m
parameters) and DistilBERT (6 layers, 66m param-
eters).

The CNN has two convolutional layers on top
of each other with filter sizes 8 and 4 respectively,
and kernel size of 3 for both. Embeddings have 75
dimensions and the model is trained for 5 epochs.

The LSTM-based models have one recurrent
layer with 35 units, while the embeddings have
100. Bidirectionality is used alongside a spatial

dropout of 0.33. After the recurrent layer, we con-
catenate average pooling and max pooling layers.
We also experiment with a Bi-LSTM with self-
attention (Vaswani et al., 2017). These models are
trained for 5 epochs.
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Abstract

We study the usefulness of hateful metaphors
as features for the identification of the type and
target of hate speech in Dutch Facebook com-
ments. For this purpose, all hateful metaphors
in the Dutch LiLaH corpus were annotated and
interpreted in line with Conceptual Metaphor
Theory and Critical Metaphor Analysis. We
provide SVM and BERT/RoBERTa results,
and investigate the effect of different metaphor
information encoding methods on hate speech
type and target detection accuracy. The results
of the conducted experiments show that hate-
ful metaphor features improve model perfor-
mance for the both tasks. To our knowledge, it
is the first time that the effectiveness of hateful
metaphors as an information source for hate
speech classification is investigated.

1 Introduction

In this paper, the usefulness of hateful metaphors
used as features for detecting the type and target of
Dutch online hate speech comments is investigated.
Although both hate speech and metaphor detec-
tion have been researched widely (e.g., MacAvaney
et al., 2019; Basile et al., 2019; Leong et al., 2018,
2020), and figurative language used in hateful con-
tent has been identified as one of the main chal-
lenges in (implicit) hate speech detection (MacA-
vaney et al., 2019; van Aken et al., 2018), the ques-
tion whether detecting (hateful) metaphors and us-
ing them as features improves hate speech detec-
tion models has remained unstudied in previous
research. Therefore, it is the goal of the present
paper to address this question.

In order to achieve this goal, we used the Dutch
LiLaH1 corpus which consists Facebook comments
on online newspaper articles related to either mi-
grants or the LGBT community. The comments
were annotated for the type of hate speech and the
target of hate speech, and for “hateful metaphors”,

1https://lilah.eu/

i.e., metaphors that express hate towards a spe-
cific target (e.g., “het parlement is een circus!”; the
parliament is a circus). We investigate whether
features based on these manual annotations can im-
prove Natural Language Processing (NLP) models
that predict the type (e.g., violence, offense) and
target (e.g., migrants, LGBT, journalist) of hateful
content. Our experimental setup is therefore dif-
ferent from the commonly-used one in the sense
that we are focusing only on the fine-grained hate
speech categories and not on classification of hate-
ful and non-hateful content. We hypothesize that
hateful metaphors contain valuable information for
type and target classification, especially in cases
of implicit hate speech, and can therefore improve
classification accuracy when used as features.

Prior to the classification experiments, a lin-
guistic analysis of the annotated metaphors is con-
ducted in the framework of Conceptual Metaphor
Theory and Critical Metaphor Analysis. We would
like to warn that for clarity of exposition, randomly
chosen examples of hate speech from our corpus
will be provided in this paper, and that some readers
could find those offensive.

2 Related research

Hate speech detection Hate speech – frequently
defined as a form of communication that dispar-
ages a person or a group on the basis of some
characteristic such as race, color, ethnicity, gen-
der, sexual orientation, nationality, religion, or
other (Nockleby, 2000) – has been extensively re-
searched in the field of NLP. Pretrained language
models such as Bidirectional Encoder Representa-
tions from Transformers (BERT) and Robustly Op-
timized BERT Pretraining Approach (RoBERTa)
(Devlin et al., 2019; Liu et al., 2019) provide the
best results for hate speech detection, including
type and target classification (Basile et al., 2019;
Zampieri et al., 2019b, 2020), while shallow ma-
chine learning models (e.g., Support Vector Ma-
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chines (SVM)) can achieve a near state-of-the-art
performance (MacAvaney et al., 2019).

Examples of successful machine learning mod-
els include the winning teams of both subtasks A
(binary hate speech detection) and B (binary target
classification) of task 5 of SemEval 2019: multilin-
gual detection of hate speech against women and
immigrants on Twitter (Basile et al., 2019). These
teams all used SVM-based approaches for both lan-
guages provided (English and Spanish) with the
exception of the winner of task B for Spanish, who
used various other classifiers and combined them
by means of majority voting. For English, the win-
ning teams obtained an F1-score of 65% for task A
and an EMR score of 57% for task B.

Examples of effective neural approaches can be
found in OffensEval 2020 (Zampieri et al., 2020).
This shared task consisted of three subtasks: (A) of-
fensive language identification, (B) categorization
of offensive types and (C) target identification for
multiple languages. For English, each of the top 10
teams for all three tasks used pretrained language
models such as BERT and RoBERTa. The high-
est macro F1-scores obtained for task A, B, and C
were 92%, 75% and 71%, respectively.

Figurative and implicit language in hate speech
In their hate speech detection survey, MacAvaney
et al. (2019) highlight current challenges in hate
speech detection. One of the main challenges men-
tioned is the use of figurative and implicit language
such as sarcasm and metaphors, which can lead to
classification errors, as evidenced by their experi-
ments. An SVM classifier with TF-IDF weighted
character n-gram features was used to perform hate
speech detection on the Stormfront, TRAC, HatE-
val and HatebaseTwitter datasets (de Gibert et al.,
2018; Kumar et al., 2018; Basile et al., 2019; David-
son et al., 2017). An error analysis of the misclassi-
fied instances showed that sarcastic and metaphori-
cal posts were the main causes of misclassifications,
next to too little context (posts containing fewer
than 6 tokens) and aggressive statements occurring
in posts that were not annotated as “hateful”.

Similar findings were observed by van Aken
et al. (2018). An ensemble of machine learning
and deep learning models was used for multi-class
classification of toxic online comments and an error
analysis of the incorrect predictions showed that
metaphors can lead to classification errors because
the models require significant world knowledge to
process them.

To address the problem of implicit language
in hate speech, more recent studies have used
datasets that distinguish between implicit and ex-
plicit hate speech, such as AbuseEval v1.0 (Caselli
et al., 2020). This dataset was created by annotat-
ing the OLID/OffensEval dataset (Zampieri et al.,
2019a) for implicitness/explicitness. The authors
of AbuseEval v1.0 provide results with BERT for
binary classification (abusive, non-abusive) and
multi-class classification (non-abusive, implicit
abuse, explicit abuse) for the same train/test split
and show that the binary classification task (71.6%
macro F1-score) becomes substantially more com-
plex when distinguishing between implicit and ex-
plicit abusive language (61.4% macro F1-score).
Additionally, they show that the results for implicit
hate speech detection (24% precision, 23% recall)
are substantially lower than for explicit hate speech
detection (64% precision, 51% recall).

Metaphors The foundations of the state-of-the-
art way of thinking about metaphors is presented
in “Metaphors We Live By” (Lakoff and Johnson,
1980), in which metaphors are defined as utterances
that describe a target concept in terms of a source
concept that is semantically distinct from the target
concept, this includes idiomatic expressions and
dead metaphors such as “the body of a paper” and
“the foot of a mountain”. The authors argue that spe-
cific metaphorical expressions can be traced back
to more abstract metaphor schemes that overarch
similar metaphors. This is what they call “Con-
ceptual Metaphor Theory” (CMT). Examples are
utterances such as “he attacked my arguments” and
“I destroyed him during our discussion” which can
be traced back to the conceptual metaphor argu-
ment is war.

In Charteris-Black (2004), Critical Metaphor
Analysis (CMA), an integration of various linguis-
tic disciplines such as cognitive linguistics, cor-
pus linguistics and discourse analysis, is applied
to CMT. According to CMA, metaphors highlight
certain aspects of the target concept while hid-
ing other aspects. At the same time, they un-
cover the speaker’s thought patterns and ideological
views. Therefore, metaphors – this includes dead
metaphors used subconsciously – provide insights
into how a speaker or community perceives the
target domain. In short, metaphors reveal speaker
bias. This is particularly valuable in the present
study, since the toxicity that is spread through hate-
ful metaphors resides in the source domains, more
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precisely in the aspect of the source domain that is
highlighted by the metaphor.

Metaphor detection in NLP Recent advances in
NLP-related metaphor studies can be found in the
2020 VUA and TOEFL metaphor detection shared
task (Leong et al., 2020). The participating mod-
els showed substantial improvements compared to
previous research, such as the 2018 VUA metaphor
detection shared task (Leong et al., 2018), due to
the effectiveness of (pretrained) transformer and
language models. More than half of the partici-
pants used BERT (or related) models and all par-
ticipating teams obtained higher F1-scores on the
VUA metaphor corpus than the best-performing ap-
proach that participated in the 2018 shared task
(65.1% F1-score). Further, the 2020 winning
model, which consists of transformer stacks with
linguistic features such as part-of-speech (PoS)
tags, outperformed its predecessor of 2018 by more
than 10% (76.9% F1-score, Su et al., 2020).

Contributions To our knowledge, we are the
first to use hateful metaphor features for hate
speech detection. We provide SVM and
BERT/RoBERTa results and show the impact of
using hateful metaphors as features on predicting
the type and target of hateful content. In addition,
the qualitative analysis of the annotated metaphors
provide insights into what linguistic strategies are
used to convey hate towards specific target groups.

3 Data

3.1 Corpus description

The Dutch LiLaH corpus consists of approximately
36,000 Facebook comments on online news ar-
ticles related to migrants or the LGBT commu-
nity mined from three popular Flemish newspaper
pages (HLN, Het Nieuwsblad and VRT)2. The cor-
pus, which has been used in several recent studies
on hate speech detection in Dutch, e.g., (Markov
et al., 2021; Ljubešić et al., 2020), was annotated
for the type and target of hateful comments fol-
lowing the same procedure and annotation guide-
lines as presented in (Ljubešić et al., 2019), that is,
with respect to the type of hate speech, the pos-
sible classes were violent speech and offensive
speech (either triggered by the target’s personal

2https://www.facebook.com/hln.be;
https://www.facebook.com/nieuwsblad.be;
https://www.facebook.com/vrtnws

background, e.g., religion, gender, sexual orienta-
tion, nationality, etc., or on the basis of individual
characteristics), inappropriate speech (without a
specific target), and appropriate speech. The tar-
gets, on the other hand, were divided into migrants
and the LGBT community, people related to either
of these communities (e.g., people who support
them), the journalist who wrote or medium that
provided the article, another commenter, other tar-
gets and no target. The comments were labeled
by two trained annotators (both Master’s students
and native speakers of Dutch) and the final labels
were determined by a single expert annotator (PhD
student and native speaker of Dutch).

As mentioned, our analysis deviates from the
more “standard” experimental setup in hate speech
research, namely classifying comments into hate
speech or non-hate speech. In contrast, we consider
only the fine-grained hate speech categories, i.e.,
discarding the non-hate speech classes (i.e., “in-
appropriate speech” and “appropriate speech” for
the type class; “no target” for the target class)
and focusing only the type and target of hate-
ful content. Additionally, the four hate speech
type categories (violent-background, violent-other,
offensive-background, offensive-other) were con-
verted to binary classes (violent, offensive).

The statistics of the hate speech comments used
for our metaphor analyses are shown in Table
1. For the machine learning experiments, we se-
lected a balanced subset in terms of the number
of comments per class and the number of literal
and non-literal comments per class (whenever pos-
sible). The statistics of the train/test partitions used
for these machine learning experiments are shown
in Table 2. In the subsets used, Cohen’s Kappa
equals 0.46 for the target classes and 0.54 for the
type classes, indicating a “moderate” agreement
between the two annotators for both the type and
target annotations.

3.2 Hateful metaphor annotations

All hateful metaphors in our corpus were annotated
by the same expert annotator mentioned above. For
this task, the definition of a metaphor presented in
Lakoff and Johnson (1980), described in Section 2,
was adopted. More specifically, we define hateful
metaphors as metaphorical utterances (including
similes) that express hate towards a specific target,
and therefore occur in hate speech comments, that

9



are not used to refer to someone else’s opinion or
previous comments, and that are written in Dutch.

We found that 2,758 (14.7%) out of all 18,770
hateful comments in our corpus contain at least
one hateful metaphor. In those comments, 282
were LGBT-related, whereas all other 2,476 non-
literal comments were related to migrants. In other
words, 15.7% of all hate speech comments on
LGBT-related news articles (1,797 in total) contain
one or more hateful metaphor(s), whereas 14.6%
of all hate speech comments on migrants-related
news articles (16,973 in total) contain one or more
hateful metaphor(s). See Table 1 for more fine-
grained information on (non-)literal comments per
type/target.

A qualitative analysis showed that many simi-
lar metaphors occurred in the corpus (in line with
CMT). Therefore, we manually determined the
source domains of the metaphors in a bottom-up
fashion. If only one variation of a metaphor oc-
curred for a certain source domain, it was added to
the category “other”. A list of the source domains,
the number of comments in our corpus that contain
them, a Dutch example, and its English transla-
tion can be found below together with a linguistic
analysis in line with CMT and CMA.

• Animals (646), e.g., “migranten zijn bruine
apen” (migrants are brown apes)

• Dirt and personal hygiene (529), e.g., “de
EU is een beerput” (the EU is a cesspool)

• Body parts (299), e.g., “bij jouw geboorte
hebben ze de baby weggegooid en de moed-
erkoek gehouden” (when you were born, they
threw away the baby and kept the placenta)

• Disease and illness (228), e.g., “jij bent
vergif” (you’re poison)

• History (192), e.g., “die minister is Hitler”
(that minister is Hitler)

• Food (147), e.g., “bootvluchtelingen zijn vis-
soep” (boat refugees are fish soup)

• Fiction (139), e.g., “de Bijbel is een sprook-
jesboek” (the Bible is a collection of fairy
tales)

• Mental conditions (119), e.g., “ik dacht dat
het internetuurtje in het gekkenhuis al voor-
bij was” (I thought that internet time in the
madhouse was already over)

• Products (107), e.g., “migranten zijn import-
belgen” (migrants are imported Belgians)

• Children (80), e.g., “politici zijn kleuters”
(politicians are toddlers)

• Carnival and circus (75), e.g., “politici zijn
clowns” (politicians are clowns)

• Home and kitchen linen (68), e.g., “hoofd-
doeken zijn keukenhanddoeken” (head scarfs
are kitchen towls)

• Sight (65), e.g., “je draagt paardenkleppen”
(you’re wearing horse blinkers)

• Religious mythology (44), e.g., “het paard
van Troje is al binnen” (the Trojan horse is
already inside, referring to migrants)

• Sand (24), e.g., “die migranten moeten terug
naar hun zandbak” (those migrants should re-
turn to their sand boxes)

• Tourism (19), e.g., “oorlogsvluchtelingen
zijn gewoon citytrippers” (war refugees are
just on a citytrip)

• Machines (14), e.g., “IS strijders zijn moord-
machines” (IS warriors are murder machines)

• Physical conditions (7), e.g., “trans-atleten
zijn paralympiërs” (trans-athletes are para-
lympians)

• Lottery (4), e.g., “die migranten denken dat
ze de Euromillions gewonnen hebben zeker?”
(those migrants must think that they’ve won
Euromillions)

• Other (349), e.g., “migranten zijn geleide pro-
jectielen” (migrants are guided missiles)

In our corpus, the source domains in metaphors
that express hate towards migrants frequently re-
fer to animals, especially pests (e.g., “parasites”,
“cockroaches”) and primates (e.g. “apes”), com-
modities (e.g., “import Belgians/criminality”) and
food (e.g., “rotten apples”, “boat refugees are
fish soup”). These findings are in line with pre-
vious work on English and cross-lingual hate
speech (Demjen and Hardaker, 2017; Dervinyté,
2009). Given the persuasive, ideological nature of
metaphors (cf. CMA), the usage of these metaphors
suggests that the speaker wishes for migrants and
their “species” to be “exterminated”, “kept in the
zoo”, “returned to sender”, “thrown in the bin”, and
to stop “breeding”.

Conversely, the source domains that were found
in hateful metaphors that target the LGBT com-
munity often refer to diseases, and mental and
physical conditions. This indicates that the user
of these metaphors believes that the LGBT com-
munity should be “cured”, “hospitalized”or “inter-
nalized”. Other hateful metaphors that target the
LGBT community highlight aspects such as appear-
ance and therefore refer to carnival or the circus,
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Task Class Literal Non-literal All

Type Violence 394 80 474
Offensive 15,618 2,678 18,296

Target

Migrants/LGBT 5,184 723 5,907
Related 558 84 642
Journalist/medium 544 90 634
Commenter 2,946 574 3,520
Other 6,780 1,287 8,067

Total 16,012 2,758 18,770

Table 1: Statistics of all hateful comments in our corpus, including the number of hateful comments per
type/target class, and the number of literal and non-literal comments (in total and per class).

Training set Test set
Task Class Literal Non-literal Both Literal Non-literal Both Total

Type
Violence 311 63 374 83 17 100 474
Offensive 1,000 1,000 2,000 250 250 500 2,500
All 1,311 1,063 2,374 333 267 600 2,974

Target

Migrants/LGBT 200 200 400 50 50 100 500
Related 333 67 400 83 17 100 500
Journalist/medium 328 72 400 82 18 100 500
Commenter 200 200 400 50 50 100 500
Other 200 200 400 50 50 100 500
All 1,261 739 2,000 315 185 500 2,500

Table 2: Statistics of the subsets used in the type and target classification experiments, including the number of
comments in the train/test splits for the type and target prediction tasks, the number of comments per class, and

the number of literal and non-literal comments.

such as “de Antwerp Pride is een carnavalsstoet”
(the Antwerp Pride is a carnival parade).

Journalists or newspapers, on the other hand, are
often described as “linkse” (left-wing) or “rechtse”
(right-wing) “ratten” (rats) that need to be “uit-
geroeid” (exteriminated). Other metaphors of-
ten refer to dirt and personal hygiene such as
“strontgazet” (literally “excrement newspaper”),
“rioolgazet” (literally “sewer newspaper”), and “ri-
ooljournalist” (literally “sewer journalist”) high-
lighting the quality of journalism.

Other social media users and commenters are
metaphorized in a variety of ways in our corpus,
depending on the context and on what aspect the
speaker wants to highlight. Examples are “vuile
hond” (dirty dog), “domme geit” (stupid goat),
“schaap” (sheep), “mongool” (person with Down
syndrome), “kleuters” (toddlers), and “middeleeuw-
ers” (people who live in the middle ages).

Finally, the “other” category is complex, due to
its variety of target groups that it contains. Politi-
cians, for example, are often metaphorized as left-
wing or right-wing “rats”, similar to how journal-
ists, newspapers, other social media users, and the
followers of those political parties are occasionally
metaphorized as well. Further, religious institu-
tions are often characterized as a circus or a hos-

pital for the mentally ill, whereas religion itself is
described as a fairytale or a disease.

4 Classification experiments

4.1 SVM

An SVM model was established with Sklearn (ver-
sion 0.23.1, Pedregosa et al., 2011) by using to-
ken 1- and 2-grams with TF-IDF weights fed into
a linear SVM, henceforth referred to as “SVM”.
Grid search under 10-fold cross-validation was con-
ducted to determine the optimal settings for the “C”,
“loss”, and “penalty” parameters3. Then, the fol-
lowing methods were used to integrate the hateful
metaphor features:

Generic metaphor features which do not take
into account the source domains of the metaphors.

• N tokens – the number of hateful metaphori-
cal tokens was counted and appended to the
feature vectors.

• N expressions – the number of hateful
metaphorical expressions was counted and ap-
pended to the feature vectors.

3Since the classes are not distributed equally in the subset
used for type classification, the “class weight” parameter was
also optimized in the type prediction task.
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• Suffix – a suffix in the form of the place-
holder4 “MET” was added at the end of all
hateful metaphorical tokens before vectoriza-
tion, e.g., “You’re a pigMET.” This way, the
model distinguishes between a hateful, non-
literal token and the same token used literally
and in a non-hateful way (e.g., “That farmer
bought a pig”).

• Tokens – the token “MET” was added after all
metaphorical tokens before vetorization, e.g.,
“You’re a pig MET”. This allows the model
to see similarities between a word form used
literally and the same word form used figura-
tively, yet distinguish between them because
of the placeholder that follows.

• Tags – all subsequent metaphorical tokens
were enclosed in tags, such as in “You’re a
MET dirty pig MET”. This method allows the
model to focus on the on- and offset tokens of
the metaphorical expressions.

• All features – the combination of all feature
sets described above. For example, this en-
coding method would transform the utterance
"migrants are a Trojan Horse" into “migrants
are a MET trojanMET MET horseMET MET"
and append the numerical features ("2" and
"1" in this case) to its feature vector after vec-
torization to represent the number of hateful
metaphorical tokens and expressions in the
text, respectively.

Source domain metaphor features Since the
source domains of the hateful metaphors could
contain useful information for the predictions of
the type and target of hate speech, because they
highlight certain aspects of the target domain and
reflect the way that the speaker perceives it (as de-
scribed in Section 2), all methods described above
were also used to encode hateful metaphor infor-
mation while considering the source domains of
the metaphors. More specifically, when using in-
text metaphor information encoding methods, the
"MET" placeholder was replaced with the first
three characters of the names of the source do-
main of the metaphor (e.g., "ANI" for animal,
"HIS" for history, etc.). For the numerical fea-
tures, on the other hand, 20-dimensional vectors
were used to count the number of metaphorical
tokens/expressions in each comment (each dimen-
sion representing one of the 20 source domains

4In order to ensure that the placeholders were not confused
with actual text, all text was lowercased and all placeholders
were uppercased before training.

CV Test set
Approach F Std Pre Rec F
SVM 55.9 2.5 56.6 56.5 56.4
+n tokens 56.9 2.8 58.0 57.9 57.5
+n expressions 57.3 2.9 56.6 56.4 56.1
+suffix 55.6 2.2 57.4 57.9 57.3
+tokens 56.9 2.1 56.6 56.6 56.3
+tags 57.0 2.2 57.2 57.3 57.0
+all 56.4 2.4 59.0 58.9 58.8
BERTje - - 63.1 62.8 62.4
+tags - - 61.2 61.2 61.1
RobBERT - - 61.9 61.8 61.8
+tags - - 60.9 60.8 60.8

Table 3: 10-fold cross-validation and test set perfor-
mances (%) on the target prediction task with generic
metaphor features (best results in bold).

CV Test set
Approach F Std Pre Rec F
SVM 71.5 3.5 68.8 79.9 72.3
+n tokens 73.8 3.2 74.0 81.6 76.9
+n expressions 74.1 3.2 74.2 80.4 76.7
+suffix 71.3 2.9 68.5 80.9 72.2
+tokens 73.4 3.4 71.0 82.4 74.8
+tags 73.1 3.1 71.2 81.0 74.6
+all 73.6 3.2 73.8 80.6 76.5
BERTje - - 80.2 78.5 79.3
+tags - - 82.7 80.0 81.2
RobBERT - - 81.1 74.8 77.4
+tags - - 82.0 77.2 79.3

Table 4: 10-fold cross-validation and test set perfor-
mances (%) on the type prediction task with generic
metaphor features (best results in bold).

that were observed in the linguistic analysis of the
metaphors).

4.2 BERTje and RobBERT

Predictions for both tasks were made with BERTje
and RobBERT (de Vries et al., 2019; Delobelle
et al., 2020; the Dutch versions of BERT and
RobBERTa) using HuggingFace 4.0.0 (Wolf et al.,
2020). In an attempt to improve these models, the
"tags" method described above was used, but with
the “<met>” (onset) and “</met>” (offset) place-
holders for generic features and the same more
fine-grained placeholders as described above when
using source domain features. This tagging method
is frequently used to highlight textual features or
external knowledge in sequence-to-sequence tasks
such as machine translation and named entity recog-
nition (e.g., Chatterjee et al., 2017; Li et al., 2018).
Four epochs were used for training and all other
parameters were set to default. The experiments
were conducted five times with different seeds and
we report the median of these runs.
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5 Results

5.1 Quantitative results

The 10-fold cross-validation and test results of the
SVM model5, BERTje and RobBERT without addi-
tional features, with generic features or with source
domain features for both tasks can be found in Ta-
ble 3, 4, 5 and 6, respectively.

No additional features Without using additional
features, it can be observed that BERTje performed
best for both the target and type prediction tasks,
closely followed by RobBERT and finally the SVM
classifier. It can also be observed that target pre-
diction accuracy is substantially lower than type
prediction accuracy for all the models.

Generic features Regarding the SVM model,
all proposed feature implementation methods im-
proved the performance of the SVM classifier, with
the exceptions of the token labels and number of
metaphorical expressions for the target prediction
task, and the suffix labels for the type prediction
task. The best SVM-based approach for target pre-
dictions used the combination of all features, which
showed a 2.4% F1-score improvement over the
SVM classifier without additional features. For
the type prediction task, the number of hateful
metaphorical tokens used as feature improved the
SVM baseline by 4.6% F1-score. Further, the per-
formance of both BERTje and RobBERT improved
by 1.9% when adding metaphor features to the text
data for the type prediction task. Adding these la-
bels before training on the target prediction task,
however, did not improve the performance.

Source domain features With respect to the
SVM approach, all feature implementation meth-
ods improved its performance for both the type
and target prediction tasks, with the exception of
the suffix features used for the type prediction
task. Amongst the different types of source do-
main features, both numerical features (number
of metaphorical tokens and number of metaphori-
cal expressions) improved the SVM approach the
most for type predictions (4% in F1-score). Con-
versely, adding the source domains after all hate-
ful metaphors as tokens improved target predic-
tion with SVM the most (1.6% in F1-score). On

5The optimal SVM parameter settings for the target pre-
diction task were {“C”: 1, “loss”: “squared_hinge”, “penalty”:
“l2”} and {“C”: 0.5, “loss”: “hinge”, “penalty”: “l2”,
“class_weight”: “balanced”} for the type prediction task.

CV Test set
Approach F Std Pre Rec F
SVM 55.9 2.5 56.6 56.5 56.4
+n tokens 57.5 2.7 57.8 57.6 57.4
+n expressions 57.3 2.9 58.2 58.0 57.8
+suffix 55.6 2.5 57.2 57.5 57.0
+tokens 56.9 2.0 58.2 58.4 58.0
+tags 57.0 1.7 57.6 57.9 57.4
+all 56.1 1.7 57.6 57.6 57.3
BERTje - - 63.1 62.8 62.4
+tags - - 61.2 61.4 61.2
RobBERT - - 61.9 61.8 61.8
+tags - - 61.2 61.7 61.4

Table 5: 10-fold cross-validation and test set perfor-
mances (%) on the target prediction task with source
domain metaphor features (best results in bold).

CV Test set
Approach F Std Pre Rec F
SVM 71.5 3.5 68.8 79.9 72.3
+n tokens 74.3 4.2 73.7 80.1 76.3
+n expressions 74.0 3.1 73.7 80.1 76.3
+suffix 71.0 3.3 68.4 80.2 72.0
+tokens 72.9 3.6 69.7 82.9 73.7
+tags 73.0 3.9 70.9 81.8 74.5
+all 73.3 4.1 74.3 77.2 75.6
BERTje - - 80.2 78.5 79.3
+tags - - 81.6 77.1 79.0
RobBERT - - 81.1 74.8 77.4
+tags - - 79.8 75.8 77.5

Table 6: 10-fold cross-validation and test set perfor-
mances (%) on the type prediction task with source
domain metaphor features (best results in bold).

the other hand, the performance of the language
models could only be improved marginally: when
adding in-text features before training RobBERT
on the type prediction task, its performance in-
creased by 0.1% in F1-score.

Overall Substantial improvements up to 4.6%
and 2.4% could be observed in the type and tar-
get classification tasks, respectively. These results
indicate that hateful metaphor features contribute
to type and target classification of hate speech com-
ments in the current experimental setting.

5.2 Qualitative results

In this section, individual instances that were clas-
sified correctly only after adding hateful metaphor
features are discussed. We focus on two com-
parisons, namely between the model that showed
the highest increase in performance after adding
metaphor information and the same model with-
out additional features (per task). For the target
prediction task, these are SVM and SVM to which
all generic features have been added. For the type
prediction task, on the other hand, these are the
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baseline SVM classifier and the SVM classifier
enriched with numerical features based on the num-
ber of hateful metaphorical tokens (regardless of
their source domains). The confusion matrices of
these models are provided in Figures 1, 2, 3 and 4,
respectively.

Target prediction task For this task, it can be
observed that the additional features improved the
classification accuracy for all classes. The only ex-
ception was the "journalist/medium" class, which
is the most accurately predicted class using the
SVM baseline and is predicted equally accurately
when using additional features. On a deeper level,
we observed that 52.8% of all instances in the tar-
get prediction task that were classified correctly
only after adding metaphor features to the SVM
baseline contained at least one hateful metaphor.
These metaphors were often implicit cases of hate
speech, such as "nep Belgen" (fake Belgians),
"soortgenoten" (conspecifics), and "die leven nog
in de middeleeuwen" (they still live in the Mid-
dle Ages). Still, we also found less subtle hate-
ful metaphors, e.g., "strontvretende kakkerlakken"
(shit eating cockroaches).

Type prediction task As evidenced by Figures 3
and 4, adding hateful metaphor features to the SVM
model drastically decreases the number of cases
where violent comments are confused with offen-
sive comments, while retaining high classification
accuracy for the “offensive” class. More specifi-
cally, 36.4% of all instances that were classified cor-
rectly only after adding hateful metaphor features
contained at least one hateful metaphor. Similar
to the improvements in the target prediction task,
these metaphors were often implicit forms of hate
speech, such as "op [ANONIEM]’s gezicht kan
je pannenkoeken bakken" ("you could cook pan-
cakes on [ANONYMOUS]’s face") and afschaffen
da klubke (abolish that little club, referring to the
Catholic Church).

6 Conclusion

In this paper, we investigated the usefulness of
hateful metaphors as predictive features for two
less studied hate speech detection subtasks (namely
type and target prediction) and analyzed the an-
notated hateful metaphors in our corpus in line
with Conceptual Metaphor Theory and Critical
Metaphor Analysis.

Figure 1: Confusion matrix for the target classifica-
tion SVM baseline (1=“migrants/LGBT”, 2=“related
to migrants/LGBT”, 3=“journalist/medium”, 4=“com-
menter”, 5=“other”).

Figure 2: Confusion matrix for the target classi-
fication SVM enriched with all generic features
(1=“migrants/LGBT”, 2=“related to migrants/LGBT”,
3=“journalist/medium”, 4=“commenter”, 5=“other”).

Figure 3: Confusion matrix for the type classification
SVM baseline (1=“violence”, 0=“offensive”).

Figure 4: Confusion matrix for the type classification
SVM enriched with generic n tokens feature (1=“vi-
olence”, 0=“offensive”).
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Performances of SVM, BERTje and RobBERT
were provided for both type and target prediction
tasks and these models were then enriched with
the hateful metaphor features in various ways to
show their usefulness. The results show that the tar-
get SVM baseline improved by 2.4%. Conversely,
BERTje and RobBERT could not be improved with
additional features for this task. Regarding the type
prediction task, an improvement up to 4.6% was ob-
served for the SVM baseline, whereas the already
high-performing BERTje and RobBERT baselines
improved by 1.9% F1-score each. From the quali-
tative analysis that was conducted, it was observed
that these improvements contained a large number
of implicit forms of hate speech, which is consid-
ered to be one of the main challenges of hate speech
detection at the moment.

This paper is a starting point for further research
into the new area of (hateful) metaphors as pre-
dictive features for the hate speech classification
tasks. Further research may include investigating
whether the same results achieved with an upper-
bound baseline in this paper (provided by our manu-
ally annotated features) can also be obtained when
using labels predicted by models that have been
trained to detect hateful metaphors. Other future re-
search directions could include investigating more
feature encoding methods and conducting ablation
studies when combining multiple ways to encode
hateful metaphors. In addition, it was observed that
the SVM model cen be improved more strongly
than BERTje and RobBERT, which suggest that the
latter models already contain metaphorical infor-
mation due to pretraining. Whether this is indeed
the case is yet another subject worth investigating
in future studies.
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Abstract

Hate speech detection is an actively growing
field of research with a variety of recently
proposed approaches that allowed to push the
state-of-the-art results. One of the challenges
of such automated approaches – namely recent
deep learning models – is a risk of false posi-
tives (i.e., false accusations), which may lead
to over-blocking or removal of harmless social
media content in applications with little mod-
erator intervention. We evaluate deep learn-
ing models both under in-domain and cross-
domain hate speech detection conditions, and
introduce an SVM approach that allows to sig-
nificantly improve the state-of-the-art results
when combined with the deep learning mod-
els through a simple majority-voting ensemble.
The improvement is mainly due to a reduction
of the false positive rate.

1 Introduction

A commonly used definition of hate speech is a
communication that disparages a person or a group
on the basis of some characteristic such as race,
color, ethnicity, gender, sexual orientation, nation-
ality, religion, or other characteristics (Nockleby,
2000). The automated detection of hate speech
online and related concepts, such as toxicity, cy-
berbullying, abusive and offensive language, has
recently gained popularity within the Natural Lan-
guage Processing (NLP) community. Robust hate
speech detection systems may provide valuable in-
formation for police, security agencies, and social
media platforms to effectively counter such effects
in online discussions (Halevy et al., 2020).

Despite the recent advances in the field, mainly
due to a large amount of available social media data
and recent deep learning techniques, the task re-
mains challenging from an NLP perspective, since
on the one hand, hate speech, toxicity, or offensive
language are often not explicitly expressed through
the use of offensive words, while on the other hand,

non-hateful content may contain such terms and
the classifier may consider signals for an offensive
word stronger than other signals from the context,
leading to false positive predictions, and further re-
moval of harmless content online (van Aken et al.,
2018; Zhang and Luo, 2018).

Labelling non-hateful utterances as hate speech
(false positives or type II errors) is a common error
even for human annotators due to personal bias.
Several studies showed that providing context, de-
tailed annotation guidelines, or the background
of the author of a message improves annotation
quality by reducing the number of utterances erro-
neously annotated as hateful (de Gibert et al., 2018;
Sap et al., 2019; Vidgen and Derczynski, 2020).

We assess the performance of deep learning
models that currently provide state-of-the-art re-
sults for the hate speech detection task (Zampieri
et al., 2019b, 2020) both under in-domain and cross-
domain hate speech detection conditions, and in-
troduce an SVM approach with a variety of engi-
neered features (e.g., stylometric, emotion, hate
speech lexicon features, described further in the
paper) that significantly improves the results when
combined with the deep learning models in an en-
semble, mainly by reducing the false positive rate.

We target the use cases where messages are
flagged automatically and can be mistakenly re-
moved, without or with little moderator interven-
tion. While existing optimization strategies (e.g.,
threshold variation) allow to minimize false pos-
itives with a negative effect on overall accuracy,
our method reduces the false positive rate without
decreasing overall performance.

2 Methodology

Hate speech detection is commonly framed as a
binary supervised classification task (hate speech
vs. non-hate speech) and has been addressed using
both deep neural networks and methods based on
manual feature engineering (Zampieri et al., 2019b,
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2020). Our work evaluates and exploits the advan-
tages of deep neural networks as means for extract-
ing discriminative features directly from text and
of a conventional SVM approach taking the advan-
tage of explicit feature engineering based on task
and domain knowledge. In more detail, we focus
on the approaches described below.

2.1 Baselines

Bag of words (BoW) We use a tf-weighted low-
ercased bag-of-words (BoW) approach with the li-
blinear Support Vector Machines (SVM) classifier.
The optimal SVM parameters (penalty parameter
(C), loss function (loss), and tolerance for stopping
criteria (tol)) were selected based on grid search.

Convolutional neural networks (CNN) We
use a convolutional neural networks (CNN) ap-
proach (Kim, 2014) to learn discriminative word-
level hate speech features with the following archi-
tecture: to process the word embeddings (trained
with fastText (Joulin et al., 2017)), we use a convo-
lutional layer followed by a global average pooling
layer and a dropout of 0.6. Then, a dense layer
with a ReLU activation is applied, followed by a
dropout of 0.6, and finally, a dense layer with a
sigmoid activation to make the prediction for the
binary classification.

Long short-term memory networks (LSTM)
We use an LSTM model (Hochreiter and Schmid-
huber, 1997), which takes a sequence of words as
input and aims at capturing long-term dependen-
cies. We process the sequence of word embeddings
(trained with GloVe (Pennington et al., 2014)) with
a unidirectional LSTM layer with 300 units, fol-
lowed by a dropout of 0.2, and a dense layer with a
sigmoid activation for predictions.

2.2 Models

BERT and RoBERTa Pretrained language mod-
els, i.e., Bidirectional Encoder Representations
from Transformers, BERT (Devlin et al., 2019)
and Robustly Optimized BERT Pretraining Ap-
proach, RoBERTa (Liu et al., 2019b), currently
provide the best results for hate speech detection, as
shown by several shared tasks in the field (Zampieri
et al., 2019b; Mandl et al., 2019; Zampieri et al.,
2020). We use the BERT-base-cased (12-layer,
768-hidden, 12-heads, 110 million parameters) and
RoBERTa-base (12-layer, 768-hidden, 12-heads,
125 million parameters) models from the hugging-

face library1 fine-tuning the models on the train-
ing data. The implementation was done in Py-
Torch (Paszke et al., 2019) using the simple trans-
formers library2.

Support Vector Machines (SVM) The Support
Vector Machines (SVM) algorithm (Cortes and
Vapnik, 1995) is commonly used for the hate
speech detection task (Davidson et al., 2017; Salmi-
nen et al., 2018; MacAvaney et al., 2019; Del Vigna
et al., 2017; Ljubešić et al., 2020).

Following Markov et al. (2021), we lemma-
tize the messages in our data and represent them
through universal part-of-speech (POS) tags (ob-
tained with the Stanford POS Tagger (Toutanova
et al., 2003)), function words (words belonging
to the closed syntactic classes)3, and emotion-
conveying words (from the NRC word-emotion as-
sociation lexicon (Mohammad and Turney, 2013))
to capture stylometric and emotion-based peculiar-
ities of hateful content. For example, the phrase
@USER all conservatives are bad people [OLID
id: 22902] is represented through POS, function
words, and emotion-conveying words as ‘PROPN’,
‘all’, ‘NOUN’, ‘be’, ‘bad’, ‘NOUN’. From this rep-
resentation n-grams (with n = 1–3) are built.

We use the NRC lexicon emotion associa-
tions (e.g., bad = ‘anger’, ‘disgust’, ‘fear’, ‘neg-
ative’, ‘sadness’) and hate speech lexicon en-
tries (De Smedt et al., 2020) as additional feature
vectors, word unigrams, and character n-grams for
the in-domain setting (with n = 1–6), considering
only those n-grams that appear in ten training mes-
sages (min_df = 10).

We use tf-idf weighting scheme and the liblinear
scikit-learn (Pedregosa et al., 2011) implementa-
tion of the SVM algorithm with optimized param-
eters (penalty parameter (C), loss function (loss),
and tolerance for stopping criteria (tol)) selected
based on grid search.

Ensemble We use a simple ensembling strategy,
which consists in combining the predictions pro-
duced by the deep learning and machine learning
approaches: BERT, RoBERTa, and SVM, through
a hard majority-voting ensemble, i.e., selecting the
label that is most often predicted.

1https://huggingface.co/
2https://simpletransformers.ai/
3https://universaldependencies.org/u/pos/
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3 Experiments and Results

3.1 Data

To evaluate the approaches discussed in Section 2
we conducted experiments on two recent English
social media datasets for hate speech detection:

FRENK (Ljubešić et al., 2019) The FRENK
datasets consist of Facebook comments in English
and Slovene covering LGBT and migrant topics.
The datasets were manually annotated for fine-
grained types of socially unacceptable discourse
(e.g., violence, offensiveness, threat). We focus on
the English dataset and use the coarse-grained (bi-
nary) hate speech classes: hate speech vs. non-hate
speech. We select the messages for which more
than four out of eight annotators agreed upon the
class and use training and test partitions splitting
the dataset by post boundaries in order to avoid
comments from the same discussion thread to ap-
pear in both training and test sets, that is, to avoid
within-post bias.

OLID (Zampieri et al., 2019a) The OLID
dataset has been introduced in the context of the
SemEval 2019 shared task on offensive language
identification (Zampieri et al., 2019b). The dataset
is a collection of English tweets annotated for the
type and target of offensive language. We focus on
whether a message is offensive or not and use the
same training and test partitions as in the OffensE-
val 2019 shared task (Zampieri et al., 2019b).

The statistics of the datasets used are shown in
Table 1. For cross-domain experiments, we train
(merging the training and test subsets) on FRENK
and test on OLID, and vice versa.

FRENK OLID
# messages % # messages %

Train
HS 2,848 35.9 4,400 33.2
non-HS 5,091 64.1 8,840 66.8

Test
HS 744 35.5 240 27.9
non-HS 1,351 64.5 620 72.1

Total 10,034 14,100

Table 1: Statistics of the datasets used.

3.2 Results

The performance of the models described in Sec-
tion 2 in terms of precision, recall, and F1-score
(macro-averaged) in the in-domain and cross-
domain settings is shown in Table 2. Statistically
significant gains of the ensemble approach (BERT,

RoBERTa, and SVM) over the best-performing in-
dividual model for each of the settings according to
McNemar’s statistical significance test (McNemar,
1947) with α < 0.05 are marked with ‘*’.

We can observe that the in-domain trends
are similar across the two datasets: BERT and
RoBERTa achieve the highest results, outperform-
ing the baseline methods and the SVM approach.
The results on the OLID test set are in line with
the previous research on this data (Zampieri et al.,
2019a) and are similar to the best-performing
shared task systems when the same types of models
are used (i.e., 80.0% F1-score with CNN, 75.0%
with LSTM, and 82.9% with BERT (Zampieri et al.,
2019b)), while the results on the FRENK test set
are higher than the results reported in (Markov
et al., 2021) for all the reported models.4 We can
also note that the SVM approach achieves competi-
tive results compared to the deep learning models.
A near state-of-the-art SVM performance (com-
pared to BERT) was also observed in other studies
on hate speech detection, e.g., (MacAvaney et al.,
2019), where tf-idf weighted word and character
n-gram features were used. The results for SVM
on the OLID test set are higher than the results
obtained by the machine learning approaches in
the OffensEval 2019 shared task (i.e., 69.0% F1-
score (Zampieri et al., 2019b)). Combining the
SVM predictions with the predictions produced by
BERT and RoBERTa through the majority-voting
ensemble further improves the results on the both
datasets. We also note that the F1-score obtained
by the ensemble approach on the OLID test set is
higher than the result of the winning approach of
the OffensEval 2019 shared task (Liu et al., 2019a):
83.2% and 82.9% F1-score, respectively.

The cross-domain results indicate that using out-
of-domain data for testing leads to a substantial
drop in performance by around 5–10 F1 points for
all the evaluated models. BERT and RoBERTa
remain the best-performing individual models in
the cross-domain setting, while the SVM approach
shows a smaller drop than the baseline CNN and
LSTM models, outperforming these models in the
cross-domain setup, and contributes to the ensem-
ble approach.

Both in the in-domain and cross-domain settings,
combining the predictions produced by BERT and
RoBERTa with SVM through the majority-voting

4Markov et al. (2021) used multilingual BERT and did not
used pretrained embedding for CNN and LSTM to address
multiple language covered in the paper.
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In-domain
FRENK OLID

Model Precision Recall F1 Precision Recall F1
BoW 71.0 70.8 70.9 75.9 70.9 72.5
CNN 76.8 76.6 76.7 81.8 77.8 79.4
LSTM 73.3 72.5 72.8 78.2 75.1 76.4
BERT 78.3 78.4 78.3 82.3 82.0 82.2
RoBERTa 78.4 78.7 78.5 80.2 79.7 80.0
SVM 77.8 76.4 77.0 82.3 76.1 78.3
Ensemble 80.0 79.5 79.7* 84.7 82.0 83.2

Cross-domain
OLID – FRENK FRENK – OLID

Model Precision Recall F1 Precision Recall F1
BoW 70.3 64.9 65.5 66.3 63.1 63.8
CNN 70.8 65.6 66.3 65.9 67.6 66.0
LSTM 68.0 66.1 66.6 67.5 65.9 66.5
BERT 70.5 68.8 69.4 71.7 72.7 72.1
RoBERTa 73.9 68.2 69.2 71.9 73.6 72.4
SVM 70.2 67.0 67.7 70.2 68.4 69.0
Ensemble 73.1 68.8 69.7* 73.5 73.9 73.6*

Table 2: In-domain and cross-domain results for the baselines, individual models and the ensemble.

In-domain Cross-domain
FRENK OLID OLID – FRENK FRENK – OLID

Model FPR PPV FPR PPV FPR PPV FPR PPV
CNN 15.8 70.6 7.3 77.0 11.0 68.2 31.2 51.0
LSTM 17.0 66.7 9.4 71.1 17.2 61.5 17.3 58.2
BERT 15.6 71.8 9.7 74.7 16.8 64.3 21.1 60.7
RoBERTa 16.0 71.7 10.6 71.8 9.5 72.8 23.7 59.5
SVM 13.2 73.3 5.8 79.4 14.0 65.6 15.7 62.1
Ensemble 13.3 74.9 6.8 80.2 11.4 70.5 18.3 63.9

Table 3: False positive rate (FPR) and positive predictive value (PPV) for the examined models.

ensemble approach improves the results over the
individual models incorporated into the ensemble.5

This improvement is significant in all cases, except
for the OLID in-domain setting, where only 860
messages are used for testing. A more detailed
analysis presented below provides deeper insights
into the nature of these improvements.

4 Error Analysis

We performed a quantitative analysis of the ob-
tained results focusing on the false positive rate:
FPR = FP/(FP + TN), the probability that a
positive label is assigned to a negative instance;
we additionally report positive predictive value:
PPV = TP/(TP + FP ), the probability a pre-
dicted positive is a true positive, for the examined
models in the in-domain and cross-domain settings
(Table 3).

5We also examined other ensemble approaches, e.g., Gra-
dient Boosting, AdaBoost, soft majority voting, achieving
similar results and trends under the cross-domain conditions.

We note that the SVM approach shows the low-
est FPR and the highest PPV in all the considered
settings, except when training on the OLID dataset
and testing on the FRENK dataset. Combining
BERT and RoBERTa with SVM through the en-
semble approach reduces the false positive rate
in three out of four settings, when compared to
BERT and RoBERTa in isolation, and contributes
to the overall improvement of the results in all
the considered settings. The improvement brought
by combining BERT and RoBERTa with SVM is
higher in the majority of cases than combining
BERT and RoBERTa with either CNN or LSTM.
Measuring the correlation of the predictions of dif-
ferent models using the Pearson correlation coef-
ficient revealed that SVM produces highly uncor-
related predictions when compared to BERT and
RoBERTa. An analogous effect for deep learning
and shallow approaches was observed in (van Aken
et al., 2018).

The majority of the erroneous false positive pre-
dictions produced by the SVM approach contain
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offensive words used in a non-hateful context (avg.
78.8% messages over the four settings), while for
BERT and RoBERTa this percentage is lower in all
the settings (avg. 68.7% and 69.7%, respectively),
indicating that BERT and RoBERTa tend to clas-
sify an instance as belonging to the hate speech
class even if it is not explicitly contains offensive
terms.

Our findings suggest that the SVM approach im-
proves the results mainly by reducing the false posi-
tive rate when combined with BERT and RoBERTa.
This strategy can be used to address one of the
challenges that social media platforms are facing:
removal of content that does not violate community
guidelines.

5 Conclusions

We showed that one of the challenges in hate
speech detection: erroneous false positive deci-
sions, can be addressed by combining deep learn-
ing models with a robust feature-engineered SVM
approach. The results are consistent within the in-
domain and cross-domain settings. This simple
strategy provides a significant boost to the state-of-
the-art hate speech detection results.
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Abstract

Fact Extraction and VERification (FEVER)
is a recently introduced task that consists of
the following subtasks (i) document retrieval,
(ii) sentence retrieval, and (iii) claim verifica-
tion. In this work, we focus on the subtask
of sentence retrieval. Specifically, we propose
an evidence-aware transformer-based model
that outperforms all other models in terms of
FEVER score by using a subset of training in-
stances. In addition, we conduct a large exper-
imental study to get a better understanding of
the problem, while we summarize our findings
by presenting future research challenges1

1 Introduction

Recently a lot of research in the NLP community
has been focused on the problem of automated fact
checking (Liu et al., 2020; Zhong et al., 2020). In
this work, we focus on the FEVER dataset that
is the largest fact checking dataset (Thorne et al.,
2018). The goal of the task is to identify the verac-
ity of a given claim based on Wikipedia documents.
The problem is traditionally approached as a series
of three subtasks, namely (i) document retrieval
(select the most relevant documents to the claim),
(ii) sentence retrieval (select the most relevant sen-
tences to the claim from the retrieved documents),
and (iii) claim verification (validate the veracity of
the claim based on the relevant sentences).

Several models have been proposed for the
FEVER dataset (Hanselowski et al., 2018; Nie
et al., 2019a; Soleimani et al., 2020). Most of the
existing literature (Liu et al., 2020; Zhong et al.,
2020) focuses on the task of claim verification,
while little work has been done on the tasks of doc-
ument retrieval and sentence retrieval. We suspect
that this is because it is more straightforward for
researchers to focus only on the improvement in
terms of performance of the last component (i.e.,

1https://github.com/bekou/evidence_
aware_nlp4if

claim verification) instead of experimenting with
the whole pipeline of the three subtasks. In addi-
tion, the performance in the first two components
is already quite high (i.e., >90% in terms of docu-
ment accuracy for the document retrieval step and
>87% in terms of sentence recall).

Unlike the aforementioned studies, in this work,
we focus on the task of sentence retrieval on the
FEVER dataset. Specifically, inspired by stud-
ies that investigate the impact of loss functions
and sampling on other domains (e.g., computer
vision (Wu et al., 2017; Wang et al., 2017), infor-
mation retrieval (Pobrotyn et al., 2020)), this paper
– to the best of our knowledge – is the first attempt
to shed some light on the sentence retrieval task by
performing the largest experimental study to date
and investigating the performance of a model that
is able to take into account the relations between all
potential evidences in a given list of evidences. The
contributions of our work are as follows: (i) we pro-
pose a simple yet effective evidence-aware trans-
former-based model that is able to outperform all
other models in terms of the FEVER score (i.e.,
metric of the claim verification subtask) and im-
prove a baseline model by 0.7% even by using a
small subset of training instances; (ii) we conduct
an extensive experimental study on various settings
(i.e., loss functions, sampling instances) showcas-
ing the effect in performance of each architectural
choice on the sentence retrieval and the claim veri-
fication subtasks; (iii) the results of our study point
researchers to certain directions in order to improve
the overall performance of the task.

2 Models

We frame the sentence selection subtask, where
the input is a claim sentence and a list of candi-
date evidence sentences (i.e., as retrieved from the
document retrieval step, for that we used the same
input as in the work of Liu et al. (2020)), as an NLI
problem. Specifically, the claim is the “hypothesis”
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Figure 1: The architectures used for the sentence re-
trieval subtask. The pointwise loss considers each po-
tential evidence independently. The pairwise loss con-
siders the potential evidences in pairs (positive, nega-
tive). The proposed evidence-aware selection model
uses self-attention to consider all the potential evi-
dences in the evidence set simultaneously.

sentence and the potential evidence sentence is a
“premise” sentence. In Fig. 1, we present the vari-
ous architectures that we used in our experiments.

2.1 Baseline

Pointwise: Our model is similar to the one de-
scribed in the work of Soleimani et al. (2020). We
use a BERT-based model (Devlin et al., 2019) to
obtain the representation of the input sentences.
For training, we use the cross-entropy loss and
the input to our model is the claim along with an
evidence sentence. The goal of the sentence re-
trieval component paired with the pointwise loss is
to predict whether a candidate evidence sentence
is an evidence or not for a given claim. Thus, the
problem of sentence retrieval is framed as a binary
classification task.

2.2 Distance-based

Pairwise: In our work, we also exploit the pair-
wise loss, where the goal is to maximize the margin
between the positive and the negative examples.
Specifically, we use the pairwise loss that is simi-
lar to the margin based loss presented in the work
of Wu et al. (2017). The pairwise loss is:

Lpairwise(p, n) = [−yij(f(xp)− f(xn)) +m]+
(1)

In Eq. (1), yij ∈ {−1, 1}, f(x) is the representa-
tion that we obtain from the BERT-based model,
m is the margin and the indices p and n indicate

a pair of a positive and a negative example. In or-
der to obtain a claim aware representation of the
(positive-negative) instances, we concatenate the
claim with the corresponding evidence.

Triplet: Unlike the pairwise loss that consid-
ers only pairs of positive and negative examples,
the triplet loss (Wu et al., 2017) uses triplets of
training instances. Specifically, given an anchor
sample a (i.e., claim), the goal is the distance
Dij = ‖f(xi) − f(xj)‖2 to be greater between
the anchor and a negative example than the dis-
tance between the anchor and a positive example.
The triplet loss is depicted in:

Ltriplet(a, p, n) = [D2
ap −D2

an +m]+ (2)

Similar to the previous equation, in Eq. (2), m
is the margin and the indices a, p and n indicate
the triplet of the anchor, a positive and a negative
example. As anchor we use the claim, while similar
to the pairwise loss, we concatenate the claim with
the corresponding evidence for the positive and the
negative examples.

Cosine: We have also experimented with the co-
sine loss. Specifically, we exploit positive and neg-
ative samples using the following formula:

Lcos(p, n) = yij(1− cos(f(xp), f(xn)))+

(1− yij)[(cos(f(xp), f(xn))−m)]+ (3)

In Eq. (3), yij ∈ {0, 1} and cos indicates the co-
sine distance between the positive and the negative
samples.

Angular: The angular loss (Wang et al., 2017)
uses triplets of instances (i.e., similar to the triplet
loss) while imposing angular constraints between
the examples of the triplet. The formula is given
by:

Lang(a, p, n) = [D2
ap − 4 tan2 rD2

nc]+ (4)

In Eq. (4), f(xc) = (f(xa)− f(xp))/2 and r is a
fixed margin (angle).

2.3 Evidence-Aware Selection
Unlike the aforementioned loss functions, the pro-
posed model relies on a transformer-based model,
similar to the retrieval model proposed in the work
of Pobrotyn et al. (2020). This model exploits the
use of self-attention over the potential evidence sen-
tences in the evidence set. Unlike (i) the pointwise

24



# Negative # Max Dev Test
Loss Examples Instances P@5 R@5 F1@5 LA FEVER P@5 R@5 F1@5 LA FEVER

Angular 3 3 26.90 93.93 41.82 77.22 74.81 24.36 86.14 37.98 72.30 68.30
Cosine 3 3 27.02 93.85 41.96 77.50 75.10 24.83 86.73 38.61 72.49 68.81
Triplet 3 3 26.99 94.24 41.96 77.51 75.32 24.74 86.86 38.51 72.76 69.31

Pairwise

3 3 26.88 93.90 41.79 78.05 75.61 24.44 86.17 38.08 72.92 69.34
5 3 26.76 93.23 41.58 77.21 74.74 24.53 85.90 38.17 72.05 68.22
10 3 26.77 92.99 41.57 77.58 75.04 24.62 86.15 38.29 72.65 68.93
5 20 27.11 94.13 42.10 77.53 75.37 24.75 86.67 38.51 72.87 69.25
10 20 27.09 94.40 42.10 78.05 75.79 24.74 86.84 38.51 73.02 69.38

Pointwise
3 3 25.77 91.96 40.26 77.94 75.12 22.28 82.61 35.01 71.63 67.63
5 3 27.74 95.93 43.04 78.43 76.71 23.99 85.67 37.48 72.54 68.71
5 20 27.39 95.25 42.54 78.49 76.58 23.79 85.24 37.19 72.55 68.64

Evidence-
Aware

5 20 28.52 97.16 44.09 78.67 77.38 24.70 86.81 38.46 72.93 69.40
10 20 28.50 96.82 44.04 78.26 76.78 24.76 86.83 38.53 72.70 68.46

Table 1: Results of the (i) sentence retrieval task in terms of Precision (P), Recall (R), and F1 scores and (ii) claim
verification task in terms of the label accuracy (LA) and the FEVER score evaluation metrics in the dev and the
test sets. The best performing models per column are highlighted in bold font. For more details, see Section 3.3.

loss that does not take into account the relations
between the evidence sentences, and (ii) the dis-
tance-based losses (e.g., triplet) that considers only
pairs of sentences, the transformer model considers
subsets of evidence sentences simultaneously at the
training phase. Specifically, the input to the trans-
former is a list of BERT-based representations of
the evidence sentences. Despite its simplicity, the
model is able to reason and rank the evidence sen-
tences by taking into account all the other evidence
sentences in the list. On top of the transformer, we
exploit a binary cross-entropy loss similar to the
one presented in the case of the pointwise loss.

3 Experimental Study

3.1 Setup

For the conducted experiments in the sentence re-
trieval task, in all the loss functions except for the
evidence-aware one, we present results using all the
potential evidence sentences (retrieved from docu-
ment retrieval). For the evidence-aware model, we
conduct experiments using either 5 or 10 negative
examples per positive instance during training. In
addition, the overall (positive and negative) maxi-
mum number of instances that are kept is 20. This
is because unlike the other models that the evi-
dences are considered individually or in pairs, in
the evidence-aware model, we cannot consider all
the evidences simultaneously. We experiment also
with a limited number of instances in the other set-
tings to have a fair comparison among the different
setups. Note that for the distance-based losses, we
conduct additional experiments only in the best

performing model when all instances are included
(i.e., pairwise). We also present results on the claim
verification task with all of the examined architec-
tures. For the claim verification step, we use the
model of Liu et al. (2020). We evaluate the perfor-
mance of our models using the official evaluation
metrics for sentence retrieval (precision, recall and
F1 using the 5 highly ranked evidence sentences)
and claim verification (label accuracy and FEVER
score) in the dev and test sets.

3.2 Evaluation Metrics
We use the official evaluation metrics of the
FEVER task for the sentence retrieval and the claim
verification subtasks.

Sentence Retrieval: The organizers of the
shared task suggested the precision to count the
number of the correct evidences retrieved by the
sentence retrieval component with respect to the
number of the predicted evidences. The recall has
also been exploited. Note that a claim is consid-
ered correct in the case that at least a complete
evidence group is identified. Finally, the F1 score
is calculated based on the aforementioned metrics.

Claim Verification: The evaluation of the claim
verification subtask is based on the label accuracy
and the FEVER score metrics. The label accuracy
measures the accuracy of the label predictions with-
out taking the retrieved evidences into account. On
the other hand, the FEVER score counts a claim
as correct if a complete evidence group has been
correctly identified as well as the corresponding
label. Thus, the FEVER score is considered as a
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strict evaluation metric and it was the primary met-
ric for ranking the systems on the leaderboard of
the shared task.

3.3 Results
In Table 1, we present our results on the sentence
retrieval and claim verification tasks. The “# Neg-
ative Examples” column indicates the number of
negative evidences that are randomly sampled for
each positive instance during training, while the
“# Max Instances” column indicates the maximum
number of instances that we keep for each claim.
The 3 symbol denotes that we keep all the in-
stances from this category (i.e., “# Negative Ex-
amples” or “# Max Instances”). Note that for the
number of maximum instances, we keep as many
as possible from the positive samples, and then we
randomly sample from the negative instances.

Benefit of Evidence-Aware Model: The
evidence-aware model (see the setting with 5
negative examples and 20 maximum instances
denoted as (5, 20)) is the best performing one
both in dev and test set in terms of FEVER score.
The pairwise loss performs best in terms of label
accuracy on the test set. However, the most impor-
tant evaluation metric is the FEVER score, since
it takes into account both the label accuracy and
the predicted evidence sentences. The pointwise
loss is the worst performing one when using all the
evidence sentences. This is because in the case that
we use all the potential evidences, the number of
negative samples is too large and we have a highly
imbalance problem leading to low recall and
FEVER score in both the dev and test set. Note that
the evidence-aware model relies on the pointwise
loss (i.e., the worst performing one). However,
a benefit of the evidence-aware model (0.7% in
terms of FEVER score) is reported (see pointwise
(5, 20)). This showcases the important effect
of ranking potential evidences simultaneously
using self-attention. From the distance-based loss
functions (e.g., triplet) except for the pairwise, we
observe that the angular and the cosine loss have
worst performance compared to the pairwise and
the triplet loss when using all the instances. We
hypothesize that this is because the norm-based
distance measures fit best for scoring pairs using
the BERT-based representations.

Performance Gain: Most recent research works
(e.g., Zhao et al. (2020); Liu et al. (2020)) focus

on creating complex models for claim verification.
We conducted a small scale experiment (that
is not present in Table 1), where we replaced
our model for claim verification (recall that we
rely on the method of Liu et al. (2020)) with a
BERT-based classifier. We observed that when
using the model of the Liu et al. (2020) instead
of the BERT-classifier (in our early experiments
on the dev set), the benefit for the pointwise
loss was 0.2 percentage points, a benefit of 0.1
percentage points for the triplet loss and a drop of
1 percentage point in the performance of the cosine
loss. Therefore, the seemingly small performance
increase in our model (i.e., a benefit of 0.7%
in terms of FEVER score) is in line with the
performance benefit of complex architectures for
the claim verification task. In our paper, we do
not claim state-of-the-art performance on the task,
but rather showcase the benefit of our proposed
methodology over a strong baseline model that
relies on BERTbase.

Number of Samples Matters: The evidence-
aware model is the best performing one (5,
20), while using only a small fraction of the
overall training instances. This is because the
evidence-aware model is able to take into account
all possible combinations of the sampled evidences
while computing attention weights. However, the
same model in the (10, 20) setting showcases a
reduced performance. This is due to the fact that
the pointwise loss affects the model in a similar
way as in the pointwise setting leading to a lower
performance (due to class imbalance). For the
pairwise loss, we observe that the performance of
the model when sampling constrained evidence
sentences (see (5, 20), (10, 20) settings) is similar
to the performance of the model when we do
not sample evidence sentences. In addition, it
seems that when one constrains the number of
negative samples should also constrain the overall
number of instances in order to achieve the same
performance as in the non-sampling setting. We
hypothesize that this is due to that fact that when
we have a limited number of instances it is better
to have a more balanced version of the dataset.

Outcome: Therefore, we conclude that the
evidence-aware model achieves high performance
by using few examples, and thus it can be used even
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in the case that we have a small amount of training
instances. In the case of the pairwise loss is im-
portant to sample instances, otherwise it becomes
computationally intensive when we take all the pos-
sible combinations between the positive and nega-
tive training instances into account. In addition, it
is crucial to sample negative sentences to control:
(i) the computational complexity in the case of the
distance-based loss functions, (ii) the memory con-
straints in the case of the evidence-aware model
and (iii) the imbalance issue in the case of the point-
wise loss. However, more sophisticated techniques
than random sampling should be investigated to
select examples that are more informative. Finally,
as indicated by our performance gain, we motivate
future researchers to work also on the sentence re-
trieval subtask, as the improvement in this subtask
leads to similar improvements with architectures
proposed for the claim verification subtask.

4 Related Work

An extensive review on the task of fact extrac-
tion and verification can be found in Bekoulis
et al. (2020). For the sentence retrieval task, sev-
eral pipeline methods (Chernyavskiy and Ilvovsky,
2019; Portelli et al., 2020) rely on the sentence
retrieval component of Thorne et al. (2018) that
use TF-IDF representations. An important line
of research (Hanselowski et al., 2018; Nie et al.,
2019a; Zhou et al., 2019) includes the use of ESIM-
based models (Chen et al. (2017). Those works
formulate the sentence selection subtask as an NLI
problem where the claim is the “premise” sentence
and the potential evidence sentence is a “hypothe-
sis” sentence. Similar to the ESIM-based methods,
language model based methods (Nie et al., 2019b;
Zhong et al., 2020; Soleimani et al., 2020; Liu et al.,
2020; Zhao et al., 2020) transform the sentence re-
trieval task to an NLI problem using pre-trained
language models. For the language model based
sentence retrieval two types of losses have been ex-
ploited (i) pointwise loss, and (ii) pairwise loss, as
presented also in Section 2. Unlike the aforemen-
tioned studies that rely only on losses of type (i)
and (ii), we conduct the largest experimental study
to date by using various functions on the sentence
retrieval subtask of the FEVER task. In addition,
we propose a new evidence-aware model that is
able to outperform all other methods using a lim-
ited number of training instances.

5 Conclusion

In this paper, we focus on the subtask of sentence
retrieval of the FEVER task. In particular, we pro-
pose a simple and effective evidence-aware model
that outperforms all other models in which each
potential evidence takes into account information
about other potential evidences. The model uses
only a few training instances and improves a simple
pointwise loss by 0.7% percentage points in terms
of FEVER score. In addition, we conduct a large
experimental study, compare the pros and cons of
the studied architectures and discuss the results in
a comprehensive way, while pointing researchers
to future research directions.
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Abstract

Deceptive news posts shared in online commu-
nities can be detected with NLP models, and
much recent research has focused on the de-
velopment of such models. In this work, we
use characteristics of online communities and
authors — the context of how and where con-
tent is posted — to explain the performance
of a neural network deception detection model
and identify sub-populations who are dispro-
portionately affected by model accuracy or
failure. We examine who is posting the con-
tent, and where the content is posted to. We
find that while author characteristics are bet-
ter predictors of deceptive content than com-
munity characteristics, both characteristics are
strongly correlated with model performance.
Traditional performance metrics such as F1
score may fail to capture poor model perfor-
mance on isolated sub-populations such as spe-
cific authors, and as such, more nuanced evalu-
ation of deception detection models is critical.

1 Introduction

The spread of deceptive news content in online
communities significantly erodes public trust in the
media (Barthel et al., 2016). Most social media
users use these platforms as a means to consume
news – 71% of Twitter users and 62% of Reddit
users – and in general, 55% of Americans get news
from online communities such as Facebook, Twit-
ter, and reddit (Shearer and Grieco, 2019). The
scale and speed with which new content is submit-
ted to social media platforms are two key factors
that increase the difficulty of how to respond to the
spread of misinformation or deceptive news con-
tent online, and the appeal of automated or semi-
automated defenses or interventions.

Natural language processing (NLP) models that
identify deceptive content offer a path towards forti-
fying online communities, and a significant body of
work (§ 2) has produced countless such models for
deception detection tasks (Rubin et al., 2016; Mitra
et al., 2017; Volkova et al., 2017; Rashkin et al.,
2017; Karadzhov et al., 2018; Shu et al., 2020).

However, evaluation of model performance is typi-
cally done in aggregate, across multiple communi-
ties, using traditional performance measurements
like micro and macro F1-scores. We argue that it
is critical to understand model behavior at a finer
granularity, and we evaluate nuanced behavior and
failure in the context of the populations that may
be affected by predictive outcomes.

In this work, we seek to characterize and ex-
plain deception detection model performance and
biases using the context of social media posts—
who posted the content and what community it
was posted to. To do so, we compute hundreds of
community and author characteristics using infor-
mation from two fact checking sources.

For a given post, community characteristics de-
tail where a post was submitted to, e.g., How many
links to satirical news sources were submitted to
the community this post was submitted to? Author
characteristics detail who submitted a post, e.g.,
How many links to satirical news sources has the
author recently submitted? Our nuanced evaluation
leverages these author and community characteris-
tics to highlight differences in behavior within vary-
ing communities or sub-populations, to determine
whether the model is reliable in general, or if model
failures disproportionately impact sub-populations.

We make use of data from reddit, a popular so-
cial news aggregation platform. Reddit is widely
used for research (Medvedev et al., 2019) due to its
large size and public content (Baumgartner et al.,
2020), and is ideally suited for studying author and
community characteristics due to its explicit seg-
mentation into many diverse communities, called
“subreddits”, with different sizes, topics, and user-
bases.1

1Although our analyses focus exclusively on posts, our ap-
proach can easily be extended to include comments in future
work. We chose to focus on posts in the current work as they
are the primary point of entry for news links submitted to the
platform, with many users simply browsing the ranked pre-
views (Glenski et al., 2017) as is consistent with social media
platforms where a small subset of users typically contribute
most new content (van Mierlo, 2014; Hargittai and Walejko,
2008).
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We use post context (community and author char-
acteristics) and content (text features) to address
two research questions focused around (1) who
posts deceptive news links and (2) where they post
differ:

1. What characteristics of post authors are asso-
ciated with high and low model performance?

2. How does model performance vary across dif-
ferent communities, and does this correlate
with characteristics of those communities?

We find that author characteristics are a stronger
predictor of high model performance, with the
model we evaluate performing especially well on
authors who have a history of submitting low fac-
tual or deceptive content. We also find that the
model performs especially well on posts that are
highly accepted by the community, as measured by
the community’s votes on those posts.

To our knowledge, we are the first to present
a fine-grained evaluation of deception detection
model performance in the context of author and
community characteristics.

2 Related Work

In the last several years, users have seen a tremen-
dous increase in the amount of misinformation,
disinformation, and falsified news in circulation
on social media platforms. This seemingly ubiqui-
tous digital deception is in part due to the ease of
information dissemination and access on these plat-
forms. Many researchers have focused on different
areas of detecting deceptive online content. Glen-
ski and Weninger (2018); Kumar et al. (2017, 2018)
examine the behaviors and activities of malicious
users and bots on different social media platforms.
While others have worked to develop systems to
identify fraudulent posts at varying degrees of de-
ception such as broadly classifying suspicious and
non-suspicious news (Volkova et al., 2017) to fur-
ther separating into finer-grained deceptive classes
(e.g., propaganda, hoax) (Rashkin et al., 2017).

Common amongst recent detection methods is
the mixed use of machine learning approaches, e.g.,
Random Forest and state-of-the-art deep learning
models, e.g., Hierarchical Propagation Networks
(Shu et al., 2020). Of the most prevalent are convo-
lutional neural networks (CNNs) (Ajao et al., 2018;
Wang, 2017; Volkova et al., 2017), Long Short
Term Memory (LSTM) neural networks (Ma et al.,
2016; Chen et al., 2018; Rath et al., 2017; Zubiaga
et al., 2018; Zhang et al., 2019), and other variants
with attention mechanisms (Guo et al., 2018; Li
et al., 2019). Designing the right model architec-

ture for a task can be very subjective and laborsome.
Therefore, we implement the binary classification
LSTM model from (Volkova et al., 2019) which
reported an F1 score of 0.73 when distinguishing
deceptive news from credible.

As artificial intelligence or machine learning
models are developed or investigated as potential
responses to the issue of misinformation and dig-
ital deception online, it is key to understand how
models treat the individuals and groups who are
impacted by the predictions or recommendations
of the models or automated systems. For example,
the European Union’s GDPR directly addresses the
“right of citizens to receive an explanation for algo-
rithmic decisions” (Goodman and Flaxman, 2017)
that requires an explanation to be available for in-
dividuals impacted by a model decision. Domains
outside of deception detection have shown clear
evidence of disproportionate biases against certain
sub-populations of impacted individuals, e.g., pre-
dictive policing (Ensign et al., 2018), recidivism
prediction (Chouldechova, 2017; Dressel and Farid,
2018), and hate speech and abusive language iden-
tification online (Park et al., 2018; Davidson et al.,
2019; Sap et al., 2019). The realm of deception de-
tection is another clear area where disparate perfor-
mance across communities or certain user groups
may have significant negative downstream effects
both online and offline. In this work, we seek to go
beyond traditional, aggregate performance metrics
to consider the differing behavior and outcomes of
automated deception detection within and across
communities and user characteristics.

3 Deception Detection Model

In this work, we focus on a binary classification
task to identify posts which link to Deceptive or
Credible news sources. We evaluate an existing,
LSTM-based model architecture previously pub-
lished by Volkova et al. (2019) that relies only on
text and lexical features. As such, we refer to this
model as the “ContentOnly model.”

3.1 Train and Test Data

To replicate the ContentOnly model for our eval-
uations, we leverage the previously used list of
annotated news sources from Volkova et al. (2017)
as ground truth. The Volkova annotations consist of
two classes: “Credible2” and “Deceptive.” To la-
bel individual social media postings linked to these
news sources, we propagate annotations of each
source to all posts linked to the source. Therefore

2This class is denoted “Verified” in Volkova et al. (2017).
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Credible posts are posts which link (via a URL
or as posted by the source’s official account) to a
Credible news source and Deceptive posts are posts
that link to a news source annotated as Deceptive.

In preliminary experiments, we find that model
performance improves when Twitter examples are
included in training, even when testing exclusively
on reddit content. A model trained and tested exclu-
sively on reddit data achieves a test set F1 of 0.577
and we observe a dramatic increase (F1 = 0.725),
when we include the Twitter training data. As a
result, we focus our analyses using the more robust
ContentOnly model trained on both Twitter and
reddit examples. As Twitter has no explicit com-
munities equivalent to reddit subreddits, it is not
possible to compute the same community character-
istics for Twitter content. As such, in the analyses
presented in this paper, we focus exclusively on
content posted to reddit in the test set.

To gather train and test data, we collect social
media posts from Twitter and reddit from the same
2016 time period as annotated by Volkova et al.
(2017). For Twitter posts, this resulted in 54.4k
Tweets from the official Twitter accounts for news
sources that appear in the Volkova annotations.
For reddit content, we collected all link-posts that
link to domains associated with the labelled news
sources from the Pushshift monthly archives of red-
dit posts3 (Baumgartner et al., 2020), and randomly
sample approximately the same number (∼ 54k)
of link-posts as Twitter posts collected.

In order to mitigate the bias of class imbalance
on our analyses, these posts were then randomly
down-sampled to include an approximately equal
number of posts from/linking to deceptive and cred-
ible news sources. We divided the resulting data
using a random, stratified 80%/20% split to create
train and test sets, respectively.

4 Community & Author Characteristics

To evaluate fine-grained model performance and
biases, we first quantify the context in which posts
are submitted, using community and author charac-
teristics.

4.1 Data for Context Annotations
We compute community and author characteristics
by examining the entire post history on reddit for
each community and author in the test set. We
use annotations from Volkova et al. (described
above, § 3.1) and from Media Bias/Fact Check
(MBFC), an independent news source classifier.

3Pushshift archives of reddit data were collected from
https://files.pushshift.io/reddit/

These annotations were compiled by Weld et al.
(2021) and made publicly available4.

The Volkova et al. annotations provide links
to news sources with a categorical label: veri-
fied, propaganda, satire, clickbait, conspiracy, and
hoax. The MBFC annotations provide links to news
sources with a ordinal label for the factualness of
the news source (very low, low, mixed, mostly,
high, very high) as well as the political bias (ex-
treme left, left, center left, center, center right, right,
extreme right). In addition, the MBFC also include
a few categorical labels applicable to a subset of
news sources: questionable, satire, conspiracy.

4.2 Data Validation
Before using these annotations to compute commu-
nity and author characteristics, we would like to
validate that they represent meaningful and accu-
rate aspects of communities and authors, respec-
tively, and are not strongly influenced by noise in
the annotation sources. To do so, we assess the
coverage of our context annotations, — i.e., the
fraction of potential news links that we were able
to label.

In order to consider the coverage relative to
the potential news links, we identify a set of do-
mains for which links are definitively not news
sources. We identified these non-news links by ex-
amining the top 1,000 most frequently linked-to
domains across all of reddit and iteratively clas-
sified them as non-news based on their domain
(e.g., reddit-based content hosting domains such as
v.redd.it and i.redd.it, external content
hosts such as imgur.com, social sites such as
facebook.com and instagram.com, search
engines, shopping platforms, music platforms, etc.).
Websites which were not in English, were not
clearly non-news domains, or which did not fit
into a clear category, were included in the set of po-
tential news sources. We imposed these restrictions
to mitigate potential downward bias from over-
estimating non-news links. Although we do not
claim to have an exhaustive coverage of non-news
links, non-news links included in the set of poten-
tial news links at best underrepresents the coverage
which is preferable to overrepresentation.

Encouragingly, coverage for both are fairly sta-
ble over time, suggesting that there are no signifi-
cant influxes of additional, unlabelled news sources
(or disappearances of retired news sources) that
might be biasing our approach. As the MBFC set
contains more news sources, the coverage is greater

4https://behavioral-data.github.io/
news_labeling_reddit/
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(∼ 18% on average) than the Volkova set (∼ 10%).

4.3 Community and Author Characteristics

Using the author and community history collection
of posts and the associated MBFC and Volkova et
al. annotations, we compute context characteristics
for each subreddit community and author that is
present in the test set described in § 3.

First, we compute the general activity of each
community and author. These characteristics in-
clude the total number of posts by each community
or author, the total number of removed posts, and
similar overall counts that do not consider the na-
ture of the content submitted.

Second, for each of the MBFC and Volkova et
al. labels (e.g., ‘Satire’ from Volkova et al. or
‘Right Bias’ from MBFC) we compute absolute
and normalized counts of links of each category for
each community and author. Normalized counts
for each category are computed by dividing the
number of links in the category submitted to each
subreddit or by each author by the total number
of links submitted in any category. This gives, for
example, the fraction of links submitted by a author
to MBFC High Factual news sources.

Third, for communities, we compute the equality
of contributor activity (number of links submitted
per contributor) using the Gini coefficient. A com-
munity with a Gini coefficient close to 1 would
indicate almost all links in that community were
submitted by a small fraction of users. On the other
hand, a coefficient close to 0 would indicate that all
users of the community who submit links submit
approximately the same number of links each.

Last, again for communities, we approximate the
community acceptance by normalizing the score
(upvotes - downvotes) of each post relative to the
median score of all posts submitted to the subred-
dit. A post with a normalized score of 1 received
a typical score for the community it was submit-
ted to, whereas a post with a normalized score of
100 received 100× as many upvotes as a typical
post and was more widely or strongly positively
received by the community.

Each of the community characteristics are com-
puted separately for each month, maximizing tem-
poral detail. However, as the typical reddit user
submits far less content each month than the typical
subreddit receives, most users’ counts for specific
link types (e.g., MBFC Satire) for any individual
month will be 0. To reduce sparsity in the data, we
use a rolling sum of all posts submitted by the au-
thor in the specified month and the five preceding
months to compute author characteristics.

5 Evaluation Methodology

Before our evaluation of model performance across
different community or author characteristics and
settings, we examine the overall performance of
the model on aggregate, using macro F1 score,
and the variance of performance within commu-
nities. A model with strong aggregate perfor-
mance may have significant variability within sub-
communities, especially those which are under-
represented. We also consider the variability of
individual predictive outcomes, such as the confi-
dence of predictions, across each class (deceptive
and credible news) to examine the differences in
model behavior across classes overall. We aim to
discover if the model treats all posts, communities,
and authors equally, or if there are differences in
performance for certain groups that would bias the
negative impacts of model error.

5.1 Comparison to Baselines

Next, we frame the performance of the Con-
tentOnly model that classifies posts based on text
and linguistic signals relative to naive baselines
that randomly classify posts or classify posts based
on the typical behavior of authors or communities.
To this end, we consider three baseline models.

The Author History Baseline considers the au-
thor’s history over the previous 6 months (as was
used to calculate author characteristics) and com-
putes the fraction of their links to news sources
which are deceptive, as defined by the Volkova et
al. annotations. It then predicts if a new submis-
sion is deceptive or credible with a biased random
coin flip, with a probability of predicting deceptive
equal to the author’s recent tendency to submit de-
ceptive news links (i.e., the fraction of news links
submitted by the author in the last six months that
were linked to deceptive sources).

The Community History Baseline is similar ex-
cept that it considers the community’s tendency to
receive deceptive news. This baseline predicts ‘de-
ceptive’ with a probability equal to the fraction of
news links submitted to a given subreddit in the
last month that were linked to deceptive sources.

The 50/50 Baseline predicts credible/deceptive
with an unbiased 50/50 coinflip. No consideration
is placed on the content, community, or author.

We compare the performance of these baselines
with that of the ContentOnly model, providing a
reference for its performance as well as an indica-
tion of the degree to which community and author
characteristics alone are predictive of deceptive
content.
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Figure 1: Communities within each F1 score quartile, represented as wordclouds (size of the community name
indicates its volume in test set and the color indicates fine-grained model performance using F1 score).

5.2 Community and Author Context

To better understand how community and author
characteristics explain model performance, we
compute the Pearson correlation between the value
of each characteristic, and the model’s confidence
in predicting the true class for each post. We com-
pute these correlations across the all test posts, and
across deceptive and credible posts (based on true
class value) separately. We also examine factors
that explain the model’s performance on entire au-
thors or communities. To do so, we compute simi-
lar correlations for author and community charac-
teristics with aggregated author or community F1
scores, respectively.

5.3 Popularity and Community Acceptance

We also examine the relationship between a com-
munity’s acceptance of a post, and model perfor-
mance. We measure community acceptance by
normalizing each post’s score (# upvotes - # down-
votes) by the median score of a post in that com-
munity for the month of submission, to control for
the larger number of votes in larger communities.
We then compute Pearson’s correlations between
normalized score and the ContentOnly model’s con-
fidence that a post belongs to its annotated class –
here we use not the models prediction confidence
but the confidence for the "true class" given the
groundtruth labels. As before, we use Pearson cor-
relations and a significance threshold of 0.05.

6 Results

Although the ContentOnly model achieves an over-
all F1 score on the test set of 0.79, we see that the
model performs much better on content from some
communities than others (see Figure 2). Figure 1
presents the communities within the test set, par-
titioned by levels of model performance using the
quartiles for the F1 scores. We find that 20% of
the communities represented in our test set have F1
< 0.40, despite an overall test set F1 of almost 0.8.
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Figure 2: Macro F1 and the kernel density estimation
(KDE) of F1 score over communities. While overall
deception detection model performance is high, there
is significant variability in performance across different
online communities.

In the following subsections, we examine how
the model’s performance can be explained by com-
munity and author characteristics, post popularity,
and community acceptance as we seek to under-
stand why the model performs far better on content
from some communities than others.

6.1 Comparison to Baselines

We use the community and author history baselines,
as well as the 50/50 baseline described in §5.1 to
contextualize the performance of the ContentOnly
model. Figure 3 presents the distributions of perfor-
mance across communities for each metric (solid
lines) and the overall performance of each model
(indicated by the dashed, vertical lines) using three
traditional performance metrics: precision, recall,
and F1 score. As expected, the ContentOnly model
(in blue) dramatically outperforms the 50/50 base-
line (in red) on all metrics, and achieves the best
performance overall for F1 score (a significant dif-
ference in performance, p-value ≤ 1.5× 10−4).

However, the community and author history
baselines have very high precision, offset by very
poor recall. In comparing the two, the author base-
line significantly outperforms the community base-
line on precision, recall, and F1 (p-value < .02).
This suggests that an author’s previous activity is
a better predictor of whether an author will submit
deceptive content in the future than a community’s
previous behavior is of whether deceptive content
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will be submitted to the community in the future.
This may be a result of a greater consistency in the
behavior of an individual compared to a commu-
nity where membership may vary over time, if not
community attitudes.

6.2 Community and Author Context

In our next analyses, we investigate how commu-
nity and author characteristics correlate with model
confidence. We compute these correlations across
the entire test set, as well as for just credible and
deceptive posts separately.

We summarize the strongest, significant corre-
lations between community or author context and
model confidence in Table 1, using a threshold of at
least 0.25 for inclusion. When we examine the au-
thor and community characteristics of posts from
all classes, the strongest correlation coefficients
are all positive, and suggest moderate correlations
with stronger model confidence. The four strongest
correlations from the author characteristics pertain
to the author’s tendency to submit posts linked to
questionable or low factual news sources. In con-
trast, the author’s tendency to link to high factual
content is relatively correlated (r = −0.21) with
weaker model confidence. It is easier for the model
to identify deceptive posts submitted by authors
who typically submit links to low-quality or de-
ceptive news sources. Similarly, we see moderate
correlation between increasing presence of decep-
tive or low factual news media in the community
and model performance. Looking at each class in-
dividually, we see the strongest relationships for
deceptive posts, with little to no correlation for
credible posts.

To examine factors that explain the model’s per-
formance in aggregate, we consider performance
across individual authors and communities. First,
compute performance metrics (precision, recall,
and F1 score) for the post across posts by every au-
thor, and then correlate these metrics with authors’
characteristics. We repeat this process for commu-
nities, as well. Characteristics with at least moder-
ate correlation (r ≥ 0.3) are presented in Table 2.
Compared to post-level correlations with model
confidence, we immediately notice that both ag-
gregated community- and author-level correlations
are much stronger, e.g., a maximum correlation
value of 0.70 for features derived from all-reddit
data, compared to a maximum correlation value of
0.37 for individual posts. This observation suggests
that model performance is more strongly correlated
with characteristics across entire communities or
authors rather than individual posts.
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Figure 3: KDE plots illustrating performance metric
distributions across communities for the ContentOnly
and baseline models. Vertical dashed lines indicate the
aggregate metric for each model across the full test set.
While the ContentOnly model achieves the best over-
all performance and recall, the author and community
characteristic baselines have higher precision.
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s Bias
% Center Right Bias +0.25‡ -0.00 +0.27‡

Categorical
.... % Propaganda (Volkova) +0.35‡ +0.08‡ +0.20‡

% Questionable (MBFC) +0.37‡ +0.10‡ +0.20‡
Factualness

% Very Low Factual +0.33‡ +0.07‡ +0.29‡
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’s

Li
nk

s

Bias
# Right Bias +0.25‡ +0.18‡ +0.08‡

Categorical
# Clickbait (Volkova) +0.25‡ +0.17‡ +0.06‡

# Questionable (MBFC) +0.26‡ +0.18‡ +0.08‡
Factualness

# Very Low Factual +0.31‡ +0.15‡ +0.17‡
# Low Factual +0.25‡ +0.16‡ +0.07‡

Inequality
Gini Coefficient (# Links) +0.32‡ +0.18‡ +0.13‡

Post Score +0.12‡ -0.08‡ +0.27‡

Table 1: Correlations between community and author
characteristics and true class confidence across the en-
tire test set (All), credible posts (C posts), or deceptive
posts (D posts). Characteristics are included when cor-
relation |r| ≥ .25 (in bold) in at least one column. †
denotes a p-value < .05, ‡ denotes a p-value < .01.

For both authors and communities, the charac-
teristics most strongly correlated with a higher F1
score is the fraction of deceptive content submitted
in that community or by that author. These correla-
tions are strongest (0.80 for communities, 0.85 for
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Features Positively Correlated with Metric Features Negatively Correlated with Metric
Community Feature r Author Feature r Community Feature r Author Feature r

F1-Score

(%T ) Deceptive 0.80‡ (%T ) Deceptive 0.85‡ (%L) High Factual -0.43‡ (%L) Mostly Factual -0.70†
(%L) Deceptive 0.40‡ (%L) High Factual -0.42‡
(%L) Low Factual 0.39‡ (%L) Center Bias -0.36†
(%L) V. Low Factual 0.37†
(%L) Extr. Right Bias 0.36†
(%L) Mixed Factual 0.33†

Precision

(%T ) Deceptive 0.89‡ (%T ) Deceptive 0.89‡ (%L) High Factual -0.33† (%L) V. High Factual -0.48†
(%L) Low Factual 0.48‡ (%L) Deceptive 0.33‡ (%L) High Factual -0.46†
(%L) Extr. Right Bias 0.45‡ (%L) Center Left Bias -0.45†
(%L) Mixed Factual 0.44‡ (%L) Center Bias -0.40†
(%L) V. Low Factual 0.43‡
(%L) Deceptive 0.42‡

Recall

(%T ) Deceptive 0.35†

Table 2: Characteristics with at least moderate correlation (Pearson |r| > 0.3) with model performance metrics
across Communities or Authors. † denotes a p-value < .05, ‡ denotes a p-value < .01. “%T ” refers to links in
the test set and “%L” refers to links submitted to communities (Community characteristics) or by authors (Author
characteristics) considering all posts submitted to reddit. Colored squares correspond to color used in Figure 4.

authors) when we examine just content from the
test set, but are still substantial (0.42 and 0.33, re-
spectively) when considering content across all of
reddit. Computing the fraction of deceptive posts
in the test set for each community/author results in
larger fractions than when considering all of red-
dit, as the test set contains a greater proportion of
deceptive posts than reddit in general. We also
note that while the characteristics most strongly
correlated with F1-Score and Precision are quite
similar to one another, there are almost no features
which are at least moderately (i.e., > ±.3) cor-
related with recall. This aligns with our findings
when comparing the ContentOnly model to base-
line performance (§3), where we found that author
and community characteristics are more useful for
achieving high precision than high recall.

Grouping the characteristics from Table 2 and
displaying them visually, as in Figure 4 allows us
to easily distinguish the differences between ordi-
nal characteristics such as bias (extreme left to ex-
treme right) and factualness (very low to very high).
Across both communities and authors, greater frac-
tions of left bias posts are correlated with weaker
model performance, whereas greater fractions of
right bias posts are correlated with stronger model
performance. Similarly, greater fractions of high
factual posts are correlated with weaker perfor-
mance, while more low factual posts are correlated
with stronger model performance.

6.3 Popularity and Community Acceptance

Next, we consider whether our model performs
equitably across posts that do and do not gain com-
munity acceptance, and across varying levels of
popularity. We examine the correlation of each
post’s community-normalized score5 and the Con-
tentOnly model’s confidence when predicting the
true class annotation of the post. For the test set
overall, this correlation is +0.094, but is higher for
deceptive posts (+0.104) than for credible posts
(+0.083). We found that all correlations are signifi-
cant (p-values < 10−5) but the effect is small.

In Table 3, we see that there are no significant
correlations greater than .2 for posts with low to
moderate community acceptance. However, for
the posts most highly accepted by the community
(i.e., those in the 9th and 10th deciles), the cor-
relations are both significant and relatively strong.
This suggests that in general, the model is more con-
fident on posts that are more accepted by the com-
munity, but only for posts that are highly accepted
by the community. We also compute the same cor-
relation coefficients for posts linking to credible
and deceptive news sources separately, and find the
trend is magnified: For posts linking to deceptive
sources that are most widely accepted within their
given community, community acceptance is highly
(+0.51 and +0.4) correlated with greater model con-
fidence. In contrast, for posts linking to credible

5Normalized by the median score for all posts from the
same month in the same subreddit.
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Figure 4: Correlation coefficients between characteristics and aggregated community/author performance metrics:
F1, precision, and recall. All characteristics with an absolute Pearson’s r correlation coefficient greater than 0.3
for at least one metric are included. Generally, stronger model performance is correlated with more right bias, low
factual, and deceptive content, while weaker performance is correlated with more left bias and high factual content.
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Decile 8 −0.11‡ −0.11 +0.19‡
Decile 9 +0.47‡ −0.17‡ +0.51‡
Decile 10 +0.15‡ +0.02 +0.40‡

Table 3: Correlations between community acceptance,
by decile, and the ContentOnly model confidence (true
class). † denotes a p-value < .05, ‡ for p-value < .01.

news sources that are strongly positively received
or promoted by the community, the model is actu-
ally slightly less confident (correlation coefficient
of -.017). This is an important distinction in be-
havior, particularly for deception detection models
that may be leveraged as automated systems to flag
deceptive content to investigate or intervene against
or as a gate-keeping mechanism to slow the spread
of misinformation online.

7 Discussion and Conclusions

In summary, we quantify the context of deceptive
and credible posts by computing community and
author characteristics and use these characteristics,
to explain and characterize the performance of an
LSTM-based model for deception detection, exam-
ining performance variance across communities or
users to identify characteristics of sub-populations
where the model disproportionately underperforms.

We find that in general, sub-population character-
istics are more strongly correlated with aggregate
performance, and that, for both communities and
authors, the model is more effective at identifying
deceptive posts (higher F1 and precision) when
the author/community has a greater tendency to
submit or receive posts linked to deceptive, low
factual, and right biased news sources. In contrast,
a greater tendency to submit or receive posts linked
to high factual and center biased content are corre-
lated with weaker F1 and precision – the model is
more likely to fail when identifying posts submit-
ted to communities or users that engage with more
trustworthy news sources.

We also investigate the impact that commu-
nity acceptance has on model performance, using
community-normalized scores to quantify accep-
tance. We find that, for posts with low to mod-
erator community acceptance, correlations with
the model’s confidence that a post belongs to its
groundtruth annotation class are small, but for posts
that are strongly accepted by the community they
are submitted to, acceptance is strongly correlated
with increased model confidence for deceptive con-
tent, but only moderately correlated with decreased
model confidence for credible content. It is impor-
tant to consider what kinds of failures are most
impactful given the specific application of a model.
For example, if considering a deception detection
model for use as an intervention strategy, it may be
more important for a model to have greater reliabil-
ity when identifying content that gains widespread
community acceptance or popularity as we find
our ContentOnly model does — this is an impor-
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tant direction of evaluation for researchers in the
deception detection domain to consider.

We encourage NLP researchers working in the
deception detection space to look beyond overall
test-set performance metrics such as F1 score. Al-
though many models achieve high overall F1 score,
the performance of these models varies dramati-
cally from community to community. Decisions
about model design and training should not be
made without considering the intended application
of the model. For example, a model tasked with
flagging posts for human review may be optimized
with a very different precision-recall tradeoff than
a model tasked with automatically taking entire
enforcement actions, such as removing content.
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Abstract

This study presents a new dataset on ru-
mor detection in Finnish language news head-
lines. We have evaluated two different LSTM
based models and two different BERT mod-
els, and have found very significant differ-
ences in the results. A fine-tuned FinBERT
reaches the best overall accuracy of 94.3% and
rumor label accuracy of 96.0% of the time.
However, a model fine-tuned on Multilingual
BERT reaches the best factual label accuracy
of 97.2%. Our results suggest that the perfor-
mance difference is due to a difference in the
original training data. Furthermore, we find
that a regular LSTM model works better than
one trained with a pretrained word2vec model.
These findings suggest that more work needs
to be done for pretrained models in Finnish lan-
guage as they have been trained on small and
biased corpora.

1 Introduction

Contemporary online news media contains infor-
mation from more and less reputable sources, and
in many cases the reliability of individual news arti-
cles can be very questionable. This has far reaching
impact on society and can even influence decision
making, as everyone continuously encounters such
material online. This is a real issue as identified by
Paskin (2018). In their study, they found out that
participating people could only, on the average, dis-
tinguish fake news from real news half of the time,
and none of the participants was able to identify all
samples of fake and real news correctly.

Ever since the 2016 US elections fake news and
misinformation have become a hot topic in the En-
glish speaking world (Allcott and Gentzkow, 2017),
however other countries are no less immune to the
spread of such information. In this study we present
for the first time a method for rumor detection in
Finnish news headlines. Finnish language has not
yet received any research interest in this topic, and

for this reason we also propose a new dataset1 for
the task. We treat this task as a classification prob-
lem where each news headline is categorized as
being either rumorous or factual.

Rumor detection is a very challenging task, and
we believe that truly satisfactory results need to
leverage other methods than only natural language
processing. Whether a given text is a rumor or not
is very strongly connected to real world knowledge
and continuously changing world events that we
don’t believe that this can be solved within the anal-
ysis of individual strings without a larger context.
However, if we can perform even a rough classifi-
cation at this relatively simple level, this could be
used as one step in more robust and complex imple-
mentations. Therefore, our initial approach should
be seen as a baseline for future implementations,
while it can be seen as an important advancement
in this work, and in this case it is the starting point,
as related work in matters of this topic for Finnish
remains nonexistent.

2 Related Work

Rumor detection has in recent years become an
active topic of investigation, especially due to
the complex influence it has on modern societies
through social media. There has been other work
on rumor detection for languages other than En-
glish as well. Alzanin and Azmi (2019) studied
rumor detection in Arabic tweets and Chernyaev
et al. (2020) in Russian tweets. Recently, Ke et al.
(2020) has also presented a method for rumor detec-
tion in Cantonese. A closely related topic, stance
detection, has been studied in a comparable corpus
of French Tweets (Evrard et al., 2020). In this sec-
tion, we describe some of the related work in more
detail.

Rubin et al. (2016) harnessed satire in the task
of fake news detection, in their study, this figure of

1Our dataset is freely available for download on Zenodo
https://zenodo.org/record/4697529
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language, that has also sparked research interest in
detection (Li et al., 2020) and generation (Alnaj-
jar and Hämäläinen, 2018) on its own, was useful
in detecting fake news. They proposed an SVM
(support vector machines) approach capturing five
features: Absurdity, Humor, Grammar, Negative
Affect and Punctuation. The idea of satire in fake
news detection was also studied later on by Levi
et al. (2019).

Tree LSTMs have been used recently in rumor
detection (Kumar and Carley, 2019). They train
the models on social media text which contains
interactions as people reply to statements either
providing supporting or contradicting statements.
Their model is capable of taking these replies into
account when doing predictions.

Sujana et al. (2020) detect rumors by using mul-
tiloss hierarchical BiLSTM models. The authors
claim the hierarchical structure makes it possible
to extract deep information form text. Their re-
sults show that their model outperforms a regular
BiLSTM model.

Previous work on Finnish news materials include
a study by (Ruokolainen et al., 2019), where the
articles were annotated for named entities. In addi-
tion, other researchers have targeted Finnish news
materials, especially historical newspapers that are
openly available. Furthermore, (Mela et al., 2019)
has studied NER (named entity recognition) in the
context of historical Finnish newspapers, and (Mar-
janen et al., 2019; Hengchen et al., 2019) have
tested methods for analyzing broader changes in
a historical newspaper corpus. Our work departs
from this, as we focus on modern newspaper head-
lines.

Additionally, to our knowledge there has not
been any previous work on rumor detection for
Finnish, which makes our work particularly novel
and needed.

3 Data

We collect data from a Finnish news aggregation
website2, in particular, we crawl the news headlines
in the rumor category to form samples of rumor
data. In addition, we crawl the headlines in the
category news from Finland to compile a list of
headlines that do not contain rumors but actual
fact-based news stories. This way we have gath-
ered 2385 factual and 1511 rumorous headlines
totaling to 3896 samples. As a preprocessing step,

2https://www.ampparit.com/

rumor factual
train 1057 1669
test 227 358
validation 227 358

Table 1: The size of the data splits on a headline level

we tokenize the headlines with NLTK (Loper and
Bird, 2002) word tokenizer.

We shuffle the data and split it 70% for training,
15% for validation and 15% for testing. The actual
sizes can be seen in Table 1. We use the same
splits for all the models we train in this paper. An
example of the data can be seen in Table 2. The
dataset has been published with an open license on
Zenodo with a permanent DOI3. The splits used
in this paper can be found in the dataset_splits.zip
file.

4 Detecting Rumors

In this section, we describe the different methods
we tried out for rumor detection. We compare
LSTM based models with transfer learning on two
different BERT models.

We train our first model using a bi-directional
long short-term memory (LSTM) based model
(Hochreiter and Schmidhuber, 1997) using Open-
NMT (Klein et al., 2017) with the default settings
except for the encoder where we use a BRNN (bi-
directional recurrent neural network) (Schuster and
Paliwal, 1997) instead of the default RNN (recur-
rent neural network). We use the default of two
layers for both the encoder and the decoder and
the default attention model, which is the general
global attention presented by Luong et al. (2015).
The model is trained for the default 100,000 steps.
The model is trained with tokenized headlines as
its source and the rumor/factual label as its target.

We train an additional LSTM model with the
same configuration and same random seed (3435)
with the only difference being that we use pre-
trained word2vec embeddings for the encoder. We
use the Finnish embeddings provided by (Kutuzov
et al., 2017)4. The vector size is 100 and the model
has been trained with a window size 10 using skip-
grams on the Finnish CoNLL17 corpus.

In addition, we train two different BERT
based sequence classification models based on the
Finnish BERT model FinBERT (Virtanen et al.,

3https://zenodo.org/record/4697529
4http://vectors.nlpl.eu/repository/20/42.zip
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Headline Rumor
Tutkimus: Silmälaseja käyttävillä ehkä pienempi riski koronatartuntaan
Study: People wearing eyeglasses may have a smaller risk of getting corona

true

Koronaviruksella yllättävä sivuoire - aiheutti tuntikausien erektion
Coronavirus has a surprising symptom - caused an erection that lasted for hours

true

Korona romahdutti alkoholin matkustajatuonnin
Corona caused a collapse in traveler import of alcohol

false

Bussimatka aiheutti 64 koronatartuntaa
A bus trip caused 64 corona cases

false

Table 2: Examples of rumorous and factual headlines related to COVID-19 from the corpus

Overall Factual Rumor
LSTM 84.9% 93.2% 71.8%
LSTM + word2vec 71.6% 94.4% 35.6%
FinBERT 94.3% 93.2% 96.0%
Multilingual BERT 91.8% 97.2% 83.3%

Table 3: Overall and label level accuracies for each
model

2019) and Multilingual BERT (Devlin et al., 2019),
which has been trained on multiple languages,
Finnish being one of them. We use the transform-
ers package (Wolf et al., 2020) to conduct the fine
tuning. As hyperparameters for the fine tuning, we
use 3 epochs with 500 warm-up steps for the learn-
ing rate scheduler and 0.01 as the strength of the
weight decay.

This setup takes into account the current state
of the art at the field, and uses recently created
resources such as Finnish BERT model, with our
own custom made dataset. Everything is set up in
an easily replicable manner, which ensures that our
experiments and results can be used in further work
on this important topic.

5 Results

In this section, we present the results of the mod-
els, in addition, we explain why these result were
obtained by contrasting the task into the training
data of each pretrained model. The accuracies of
the models can be seen in Table 3.

The results vary greatly, with tens of percent-
ages between different approaches. It is important
to note that while FinBERT gets the best overall
accuracy and the best accuracy in predicting ru-
morous headlines correctly, it does not get the best
accuracy in predicting factual headlines correctly,
as it is actually Multilingual BERT that gets the
best accuracy for factual headlines. This makes

us wonder why this might be so. When we look
at the training data for these models, we can see
that Multilingual BERT was trained on Wikipedia5,
whereas FinBERT was mainly trained on data from
an internet forum, Suomi246, that is notorious for
misinformation, (33% of the data) and Common
Crawl7 (60% of the data). Only 7% of the training
data comes from a news corpus. When we put the
results into perspective with the training data, it
is not at all the case, as the authors of FinBERT
claim in their paper: "The results indicate that the
multilingual models fail to deliver on the promises
of deep transfer learning for lower-resourced lan-
guages" (Virtanen et al., 2019). Instead, based
on our results, it is only evident that Multilingual
BERT outperforms FinBERT on factual headlines
as its training data was based on an encyclopedia,
and that FinBERT is better at detecting rumors as
its training data had a large proportion of poten-
tially rumorous text from Suomi24 forum.

In the same fashion, we can explain the results
of the LSTM models. A great many papers (Qi
et al., 2018; Panchendrarajan and Amaresan, 2018;
Alnajjar, 2021) have found that pretrained embed-
dings improve prediction results when used with
an LSTM model, however, in our case, we were
better off without them. While the data description
(Zeman et al., 2017) was not clear on what the data
of the pretrained word2vec model consists of (apart
from it being from Common Crawl), we can still
inspect the overlap in the vocabulary of the training
data and the pretrained model. Our training and val-
idation datasets contain 17,729 unique tokens, out
of which 5,937 were not present in the pretrained
model. This means that approximately 33% of the

5https://github.com/google-
research/bert/blob/master/multilingual.md

6https://keskustelu.suomi24.fi/
7https://commoncrawl.org/
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tokens in our dataset were simply not present in the
pretrained model.

This is partially due to the English driven tradi-
tion of not lemmatizing pretrained models, how-
ever, for a language such as Finnish this means
that a simple overlap in vocabulary is not enough,
instead one would even need to have overlap in
the syntactic positions where the words have ap-
peared in the data of a pretrained model and in the
training data of the model that would utilize the
pretrained embeddings. It is important to note that
the pretrained word2vec model does not have a
small vocabulary either (2,433,286 tokens).

In order to study whether the issue arises from
the fact that the word2vec model is not lemmatized
or from the fact that its training data was from a
different domain, we conduct a small experiment.
We lemmatize the words in our training and valida-
tion dataset and the words in the vocabulary of the
word2vec model by using the Finnish morpholog-
ical FST (finite-state transducer) Omorfi (Pirinen,
2015) through UralicNLP8 (Hämäläinen, 2019).
After lemmatization, our corpus contains 10,807
unique lemmas, 2,342 out of which are still not in
the lemmatized vocabulary of the word2vec model.
This means that even on the lemma level, 21.7% of
the words are not covered by the word2vec model.
The lemmatized vocabulary size of the pretrained
model is 576,535 lemmas. It is clear that a model
leveraging from sub-word units could not allevi-
ate the situation either, as such models are mainly
useful to cope with inflectional forms, but not with
completely new words that merely look familiar on
the surface.

6 Conclusions

Our study shows that with the tested settings it is
possible to differentiate the rumor and non-rumor
categories with a very high accuracy. As the ex-
periment setup was relatively simple, yet elegant,
we believe that similar results can also be repeated
for other languages for which rumor detection sys-
tems have not yet been created. The experiments
reported here are just one part in creating such
a system for Finnish language. We believe that
the path towards more thorough solutions lies in
larger manually annotated datasets that contain
even more variation than the materials we have
now used. Although, some of these datasets could
be automatically generated by using Finnish se-

8We use the dictionary forms model

mantic databases (Hämäläinen, 2018) and syntax
realization (Hämäläinen and Rueter, 2018) in con-
junction with existing Finnish news headline gen-
eration methods (Alnajjar et al., 2019).

Possibly the most relevant finding of our study
lies, however, in the results we detected with dif-
ferent BERT models and were able to connect into
the differences in training data. These findings
are important much beyond just rumor detection,
which is only one domain where these models are
being continuously used. As the question of train-
ing data seemed to be an important one also for
the word2vec model in the LSTM experiment, we
can only conclude that the level of the existing pre-
trained models for Finnish is not good enough for
them to work in many different domains. This is
not a question of Finnish being "low resourced"
(see Hämäläinen 2021), as huge amounts of text
exist in Finnish online, but more of a question of
not enough academic interest in producing high-
quality models. This is something we will look into
in the future.

Further work is needed from a qualitative per-
spective to see what exactly leads to a certain clas-
sification, and which kind of error types can be
detected. Since the classification was done solely
based on linguistic features of the text, represented
by the strings, we must assume there are lexical
and stylistic differences that are very systematic.
Not unlike in the case of the existing methods for
rumor detection, our models did not have access to
any real world knowledge about the rumors or fac-
tual and non-factual information at the time when
the headlines were written. It is obvious that a
very well functioning system can only be built in
connection to this kind of sources, as the fact that
something is a rumor is ultimately connected to the
content and real world knowledge, and not just the
words in the string. However, we argue that our
system could already be useful in a rough classifi-
catory tasks where rumor containing news could
be automatically selected for manual verification,
or for verification with a more specialized neural
network. Naturally further work also has to take
into account more non-rumor text types and genres,
so that certain degree of robustness can be reached.
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Abstract

In this paper, we explore the construction
of natural language explanations for news
claims, with the goal of assisting fact-checking
and news evaluation applications. We ex-
periment with two methods: (1) an extrac-
tive method based on Biased TextRank – a
resource-effective unsupervised graph-based
algorithm for content extraction; and (2) an ab-
stractive method based on the GPT-2 language
model. We perform comparative evaluations
on two misinformation datasets in the political
and health news domains, and find that the ex-
tractive method shows the most promise.

1 Introduction

Navigating the media landscape is becoming in-
creasingly challenging given the abundance of mis-
information, which reinforces the importance of
keeping our news consumption focused and in-
formed. While fake news and misinformation have
been a recent focus of research studies (Pérez-
Rosas et al., 2018; Thorne and Vlachos, 2018; Lu
and Li, 2020), the majority of this work aims to cat-
egorize claims, rather than generate explanations
that support or deny them. This is a challenging
problem that has been mainly tackled by expert
journalists who manually verify the information
surrounding a given claim and provide a detailed
verdict based on supporting or refuting evidence.
More recently, there has been a growing interest in
creating computational tools able to assist during
this process by providing supporting explanations
for a given claim based on the news content and
context (Atanasova et al., 2020; Fan et al., 2020).
While a true or false veracity label does not provide
enough information and a detailed fact-checking
report or news article might take long to read, bite-
sized explanations can bridge this gap and improve
the transparency of automated news evaluation sys-
tems.

To contribute to this line of work, our paper ex-
plores two approaches to generate supporting expla-
nations to assist with the evaluation of news. First,
we investigate how an extractive method based on
Biased TextRank (Kazemi et al., 2020) can be used
to generate explanations. Second, we explore an
abstractive method based on GPT-2, a large gener-
ative language model (Radford et al., 2019).

Our methods take as input a news article and a
claim and generate a claim-focused explanation by
extracting or generating relevant information to the
original article in relation to the claim. We evaluate
our proposed methods on the health care and po-
litical domains, where misinformation is abundant.
As current news on the COVID-19 pandemic and
the elections are overloading social media outlets,
we find these domains to be of timely importance.
Through comparative experiments, we find that
both methods are effective at generating explana-
tions for news claims, with the extractive approach
showing the most promise for this task.

2 Related Work

While explainability in AI has been a central sub-
ject of research in recent years (Poursabzi-Sangdeh
et al., 2018; Lundberg and Lee, 2017; Core et al.,
2006), the generation of natural language explana-
tions is still relatively understudied. Camburu et al.
(2018) propose e-SNLI, a natural language (NL) in-
ference dataset augmented with human-annotated
NL explanations. In their paper, Camburu et al.
generated NL explanations for premise and hy-
pothesis pairs for an inference task using the In-
ferSent (Conneau et al., 2017) architecture. Kumar
and Talukdar (2020) propose the task of generating
“faithful” (i.e., aligned with the model’s internal de-
cision making) NL explanations and propose NILE,
a method that jointly produces NLI labels and faith-
ful NL explanations.

Generating explanations in the context of news
and fact-checking is a timely and novel topic in the
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Claim: nearly half of Oregon’s children are poor.
Fact-Check Report: ...Jim Francesconi...said..."Nearly
half of Oregon’s children are poor." He said the infor-
mation came from a 2012 report...According to that re-
port, "nearly 50% of children are either poor or low-
income." Francesconi almost immediately realized his mis-
take. "In retrospect, I wish I would have said poor or low
income."...there is a distinction between poor and low in-
come as far as the U.S. government is concerned." ... If
you check the...Census information, you’ll find that...23
percent of children in Oregon live in...below...poverty level
while another 21 percent live in low-income families. As
far as the U.S. government is concerned, about a quarter of
the state’s children are poor, not half... (redacted)
Supporting Explanation (Ground Truth): So where
does this leave us? Francesconi said in an opinion piece
that "nearly half of Oregon’s children are poor." In fact,
if you use federal definitions for poverty, about a quarter
are poor and another quarter are low-income. But experts
tell us that families that are described as low-income still
struggle to meet their basic needs and, for all intents and
purposes, qualify as poor. Be that as it may, Francesconi
was referencing a report that used the federal definitions.
Biased TextRank (Extractive): "Nearly half of Oregon’s
children are poor." According to that report, "nearly 50% of
children are either poor or low-income." Low income refers
to families between 100 and 200 percent of the federal
poverty level. As far as the U.S. government is concerned,
about a quarter of the state’s children are poor, not half.
GPT-2 Based (Abstractive):" That’s still below the fed-
eral poverty level. But that’s not half. About 47 percent
of Oregon’s children are not poor, according to the Census
data. So the percentage of children in the state who are
poor is not half yet. It’s actually closer to half.

Table 1: An example data point from the LIAR-PLUS
dataset, with ground truth explanations, and explana-
tions generated by our methods.

NLP community (Atanasova et al., 2020; Fan et al.,
2020; Kotonya and Toni, 2020). In (Atanasova
et al., 2020) the authors proposed a supervised
BERT (Devlin et al., 2019) based model for jointly
predicting the veracity of a claim by extracting
supporting explanations from fact-checked claims
in the LIAR-PLUS (Alhindi et al., 2018) dataset.
Kotonya and Toni (2020) constructed a dataset for
a similar task in the public health domain and pro-
vided baseline models for explainable fact verifi-
cation using this dataset. Fan et al. (2020) used
explanations about a claim to assist fact-checkers
and showed that explanations improved both the
efficiency and the accuracy of the fact-checking
process.

3 Methods

We explore two methods for producing natural lan-
guage explanations: an extractive unsupervised
method based on Biased TextRank, and an abstrac-
tive method based on GPT-2.

3.1 Extractive: Biased TextRank

Introduced by Kazemi et al. (2020) and based
on the TextRank algorithm (Mihalcea and Tarau,
2004), Biased TextRank is a targeted content ex-
traction algorithm with a range of applications in
keyword and sentence extraction. The TextRank al-
gorithm ranks text segments for their importance by
running a random walk algorithm on a graph built
by including a node for each text segment (e.g.,
sentence), and drawing weighted edges by linking
the text segment using a measure of similarity.

The Biased TextRank algorithm takes an extra
“bias” input and ranks the input text segments con-
sidering both their own importance and their rele-
vance to the bias term. The bias query is embed-
ded into Biased TextRank using a similar idea in-
troduced by Haveliwala (2002) for topic-sensitive
PageRank. The similarity between the text seg-
ments that form the graph and the “bias” is used to
set the restart probabilities of the random walker
in a run of PageRank over the text graph. That
means the more similar each text segment is to the
bias query, the more likely it is for that node to be
visited in each restart and therefore, it has a better
chance of ranking higher than the less similar nodes
to the bias query. During our experiments, we use
SBERT (Reimers and Gurevych, 2019) contextual
embeddings to transform text into sentence vectors
and cosine similarity as similarity measure.

3.2 Abstractive: GPT-2 Based

We implement an abstractive explanation genera-
tion method based on GPT-2, a transformer-based
language model introduced in Radford et al. (2019)
and trained on 8 million web pages containing 40
GBs of text.

Aside from success in language generation
tasks (Budzianowski and Vulić, 2019; Ham et al.,
2020), the pretrained GPT-2 model enables us to
generate abstractive explanations for a relatively
small dataset through transfer learning.

In order to generate explanations that are closer
in domain and style to the reference explanation,
we conduct an initial fine-tuning step. While fine
tuning, we provide the news article, the claim, and
its corresponding explanation as an input to the
model and explicitly mark the beginning and the
end of each input argument with bespoke tokens.
At test time, we provide the article and query inputs
in similar format but leave the explanation field to
be completed by the model. We use top-k sampling
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to generate explanations. We stop the generation
after the model outputs the explicit end of the text
token introduced in the fine-tuning process.

Overall, this fine-tuning strategy is able to gen-
erate explanations that follow a style similar to the
reference explanation. However, we identify cases
where the model generates gibberish and/or repeti-
tive text, which are problems previously reported in
the literature while using GPT-2 (Holtzman et al.,
2019; Welleck et al., 2020). To address these is-
sues, we devise a strategy to remove unimportant
sentences that could introduce noise to the genera-
tion process. We first use Biased TextRank to rank
the importance of the article sentences towards the
question/claim. Then, we repeatedly remove the
least important sentence (up to 5 times) and input
the modified text into the GPT-2 generator. This
approach keeps the text generation time complex-
ity in the same order of magnitude as before and
reduces the generation noise rate to close to zero.

4 Evaluation

4.1 Experimental Setup
We use a medium (355M hyper parameters) GPT-2
model (Radford et al., 2019) as implemented in
the Huggingface transformers (Wolf et al., 2019)
library. We use ROUGE (Lin, 2004), a common
measure for language generation assessment as our
main evaluation metric for the generated explana-
tions and report the F score on three variations of
ROUGE: ROUGE-1, ROUGE-2 and ROUGE-L.

We compare our methods against two baselines.
The first is an explanation obtained by applying
TextRank on the input text. The second, called
“embedding similarity”, ranks the input sentences
by their embedding cosine similarity to the question
and takes the top five sentences as an explanation.

4.2 Datasets
LIAR-PLUS. The LIAR-PLUS (Alhindi et al.,
2018) dataset contains 10,146 train, 1,278 valida-
tion and 1,255 test data points collected from Poli-
tiFact.com, a political fact-checking website in the
U.S. A datapoint in this dataset contains a claim,
its verdict, a news-length fact-check report justify-
ing the verdict and a short explanation called “Our
ruling” that summarizes the fact-check report and
the verdict on the claim. General statistics on this
dataset are presented in Table 2.

Health News Reviews (HNR). We collect
health news reviews along with ratings and expla-

Dataset Total count Av. Words Av. Sent.
LIAR-PLUS 12,679 98.89 5.20
HNR 16,500 87.82 4.63

Table 2: Dataset statistics for explanations; total count,
average words and sentences per explanation.

Model ROUGE-1 ROUGE-2 ROUGE-L
TextRank 27.74 7.42 23.24
GPT-2 Based 24.01 5.78 21.15
Biased TextRank 30.90 10.39 26.22

Table 3: ROUGE-N scores of generated explanations
on the LIAR-PLUS dataset.

nations from healthnewsreview.org, a website ded-
icated to evaluating healthcare journalism in the
US. 1 The news articles are rated with a 1 to 5 star
scale and the explanations, which justify the news’
rating, consist of short answers for 10 evaluative
questions on the quality of information reported
in the article. The questions cover informative as-
pects that should be included in the news such as
intervention costs, treatment benefits, discussion of
harms and benefits, clinical evidence, and availabil-
ity of treatment among others. Answers to these
questions are further evaluated as either satisfac-
tory, non-satisfactory or non-applicable to the given
news item. For our experiments, we select 1,650
reviews that include both the original article and
the accompanying metadata as well as explanations.
Explanations’ statistics are presented in Table 2.

To further study explanations in this dataset, we
randomly select 50 articles along with their cor-
responding questions and explanations. We then
manually label sentences in the original article that
are relevant to the quality aspect being measured.2

During this process we only include explanations
that are deemed as “satisfactory,” which means that
relevant information is included in the original arti-
cle.

4.3 Producing Explanations

We use the Biased TextRank and the GPT-2 based
models to automatically generate explanations for
each dataset. With LIAR-PLUS, we seek to gen-
erate the explanation provided in the “Our ruling”
section. For HNR we aim to generate the explana-
tion provided for the different evaluative questions
described in section 4.2. We use the provided train-

1We followed the restrictions in the site’s robots.txt file.
2The annotation was conducted by two annotators, with a

Pearson’s correlation score of 0.62 and a Jaccard similarity of
0.75.
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Model Explanations Relevant Sentences
ROUGE-1 ROUGE-2 ROUGE-L ROUGE-1 ROUGE-2 ROUGE-L

Embedding Similarity 18.32 2.96 15.25 22.02 8.79 20.21
GPT-2 Based 20.02 4.32 17.67 15.74 2.58 13.32
Biased TextRank 19.41 3.41 15.87 23.54 10.15 21.88

Table 4: ROUGE evaluation on the HNR dataset. Left columns under “Explanations” have the actual explanations
as reference and the columns on the right provide results for comparison against question-relevant sentences.

Model Acc. F1 (+) F1 (-)
GPT-2 Based 64.40% 49.04% 54.67%
Biased TextRank 65.70% 56.69% 57.96%

Table 5: Downstream evaluation results on the HNR
dataset, averaged over 10 runs and 9 questions.

ing, validation and test splits for the LIAR-PLUS
dataset. For HNR, we use 20% of the data as the
test set and we study the first nine questions for
each article only and exclude question #10 as an-
swering it requires information beyond the news ar-
ticle. We use explanations and question-related ar-
ticle sentences as our references in ROUGE evalua-
tions over the HNR dataset, and the section labeled
“Our ruling” as ground truth for LIAR-PLUS.

Extractive Explanations. To generate extractive
explanations for the LIAR dataset, we apply Biased
TextRank on the original article and its correspond-
ing claim and pick the top 5 ranked sentences as
the explanation (based on the average length of ex-
planations in the dataset). To generate explanations
on the HNR dataset, we apply Biased TextRank
on each news article and question pair for 9 of the
evaluative questions and select the top 5 ranked
sentences as the extracted explanation (matching
the dataset average explanation length).

Abstractive Explanations. We apply the GPT-2
based model to generate abstractive explanations
for each dataset using the original article and the
corresponding claim or question as an input. We ap-
ply this method directly on the LIAR-PLUS dataset.
On the HNT dataset, since we have several ques-
tions, we train separate GPT-2 based models per
question. In addition, each model is trained using
the articles corresponding to questions labeled as
“satisfactory” only as the “unsatisfactory" or “not
applicable" questions do not contain information
within the scope of the original article.

4.4 Downstream Evaluation

We also conduct a set of experiments to evaluate to
what extent we can answer the evaluation questions

in the HNR dataset with the generated explana-
tions. For each question, we assign binary labels
to the articles (1 for satisfactory answers, 0 for not
satisfactory and NA answers) and train individual
classifiers aiming to discriminate between these
two labels. During these experiments each classi-
fier is trained and evaluated ten times on the test
set and the results are averaged over the ten runs.

5 Experimental Results

As results in Table 3 suggest, while our abstrac-
tive GPT-2 based model fails to surpass extrac-
tive baselines on the LIAR-PLUS dataset, Biased
TextRank outperforms the unsupervised TextRank
baseline. Biased TextRank’s improvements over
TextRank suggest that a claim-focused summary
of the article is better at generating supporting ex-
planations than a regular summary produced by
TextRank. Note that the current state-of-the-art re-
sults for this dataset, presented in (Atanasova et al.,
2020) achieve 35.70, 13.51 and 31.58 in ROUGE-1,
2 and L scores respectively. However, a direct com-
parison with their method would not be accurate as
it is a method that is supervised (versus the unsu-
pervised Biased TextRank) and extractive (versus
the abstractive GPT-2 based model).

Table 4 presents results on automatic evalua-
tion of generated explanations for the HNR dataset,
showing that the GPT-2 based model outperforms
Biased TextRank when evaluated against actual
explanations and Biased TextRank beats GPT-2
against the extractive baseline. This indicates
the GPT-2 based method is more effective in this
dataset and performs comparably with Biased Tex-
tRank. Results for the downstream task using both
methods are shown in Table 5. As observed, re-
sults are significantly different and demonstrate
that Biased TextRank significantly outperforms (t-
test p = 0.05) the GPT-2-based abstractive method,
thus suggesting that Biased TextRank generates
good quality explanations for the HNR dataset.
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6 Discussion

Our evaluations indicate that Biased TextRank
shows the most promise, while the GPT-2 based
model mostly follows in performance. Keeping
in mind that the GPT-2 based model is solving
the harder problem of generating language, it is
worth noting the little supervision it receives on
both datasets, especially on the HNR dataset where
the average size of the training data is 849.

In terms of resource efficiency and speed, Biased
TextRank is faster and lighter than the GPT-2 based
model. Excluding the time needed to fine-tune the
GPT-2 model, it takes approximately 60 seconds
on a GPU to generate a coherent abstractive ex-
planation on average on the LIAR-PLUS dataset,
while Biased TextRank extracts explanations in the
order of milliseconds and can even do it without a
GPU in a few seconds. We find Biased TextRank’s
efficiency as another advantage of the unsupervised
algorithm over the GPT-2 based model.

7 Conclusion

In this paper, we presented extractive and abstrac-
tive methods for generating supporting explana-
tions for more convenient and transparent human
consumption of news. We evaluated our methods
on two domains and found promising results for
producing explanations. In particular, Biased Text-
Rank (an extractive method) outperformed the un-
supervised baselines on the LIAR-PLUS dataset
and performed reasonably close to the extractive
ground-truth on the HNR dataset.

For future work, we believe generating abstrac-
tive explanations should be a priority, since intu-
itively an increase in the readability and coherence
of the supporting explanations will result in im-
provements in the delivery and perception of news.
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Abstract
Rapidly changing social media content calls
for robust and generalisable abuse detection
models. However, the state-of-the-art super-
vised models display degraded performance
when they are evaluated on abusive comments
that differ from the training corpus. We inves-
tigate if the performance of supervised mod-
els for cross-corpora abuse detection can be
improved by incorporating additional informa-
tion from topic models, as the latter can in-
fer the latent topic mixtures from unseen sam-
ples. In particular, we combine topical in-
formation with representations from a model
tuned for classifying abusive comments. Our
performance analysis reveals that topic mod-
els are able to capture abuse-related topics that
can transfer across corpora, and result in im-
proved generalisability.

1 Introduction

With the exponentially increased use of social net-
working platforms, concerns on abusive language
has increased at an alarming rate. Such language is
described as hurtful, toxic, or obscene, and targets
individuals or a larger group based on common
societal characteristics such as race, religion, eth-
nicity, gender, etc. The increased spread of such
content hampers free speech as it can potentially
discourage users from expressing themselves with-
out fear, and intimidate them into leaving the con-
versation. Considering variations of online abuse,
toxicity, hate speech, and offensive language as
abusive language, this work addresses the detec-
tion of abusive versus non-abusive comments.

Automatic detection of abuse is challenging as
there are problems of changing linguistic traits,
subtle forms of abuse, amongst others (Vidgen
et al., 2019). Moreover, the performance of models
trained for abuse detection are found to degrade
considerably, when they encounter abusive com-
ments that differ from the training corpus (Wie-
gand et al., 2019; Arango et al., 2019; Swamy et al.,

2019; Karan and Šnajder, 2018). This is due to the
varied sampling strategies used to build training
corpus, topical and temporal shifts (Florio et al.,
2020), and varied targets of abuse across corpora.
Since social media content changes rapidly, abusive
language detection models with better generalisa-
tion can be more effective (Yin and Zubiaga, 2021).
To this end, a cross-corpora analysis and evaluation
is important.

Topic models have been explored for generic
cross-domain text classification (Jing et al., 2018;
Zhuang et al., 2013; Li et al., 2012), demonstrat-
ing better generalisability. Moreover, they can be
learnt in an unsupervised manner and can infer
topic mixtures from unseen samples. This inspires
us to exploit topic model representations for cross-
corpora abuse detection.

Recently, Caselli et al. (2021) have “retrained”
BERT (Devlin et al., 2019) over large-scale abu-
sive Reddit comments to provide the HateBERT
model which has displayed better generalisability
in cross-corpora experiments. Furthermore, Peinelt
et al. (2020) show that combination of topic model
and BERT representations leads to better perfor-
mance at semantic similarity task. Taking these
studies into account, we investigate if combining
topic representation with contextualised HateBERT
representations can result in better generalisability
in cross-corpora abuse detection. Cross corpora
evaluation on three common abusive language cor-
pora supports and demonstrates the effectiveness of
this approach. Besides, we bring some insights into
how the association of unseen comments to abusive
topics obtained from original training data can help
in cross-corpora abusive language detection.

The rest of the paper is organised as follows:
Section 2 describes the architecture of the combi-
nation of topic model and HateBERT. Section 3
presents our experimental settings. An analysis of
the results obtained is present in Section 4, and
Section 5 concludes the paper.
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2 Combining Topic Model and
HateBERT

In this work, we leverage the Topically Driven Neu-
ral Language Model (TDLM) (Lau et al., 2017)
to obtain topic representations, as it can employ
pre-trained embeddings which are found to be
more suitable for short Twitter comments (Yi et al.,
2020). The original model of TDLM applies a
Convolutional Neural Network (CNN) over word-
embeddings to generate a comment embedding.
This comment embedding is used to learn and ex-
tract topic distributions. Cer et al. (2018) show
that transfer learning via sentence embeddings per-
forms better than word-embeddings on a variety of
tasks. Hence, we modify TDLM to accept the trans-
former based Universal Sentence Encoder (USE)
(Cer et al., 2018) embeddings extracted from input
comments, instead of the comment embeddings
from CNN. The modified model is denoted as U-
TDLM hereon. Refer to Appendix A.1 for the archi-
tecture of U-TDLM and also to Lau et al. (2017).

U-TDLM is trained on the train set from the
source corpus and is used to infer on the test set
from a different target corpus. The topic distribu-
tion per comment c is given by Tc = [p(ti|c)]i=1:k,
where k is the number of topics. Tc is passed
through a Fully Connected (FC) layer to obtain
transformed representation T

′
c . Besides, we first

perform supervised fine-tuning of HateBERT1 on
the train set of the source corpus. The vector corre-
sponding to the [CLS] token in the final layer of this
fine-tuned HateBERT model is chosen as the Hate-
BERT representation for a comment. It is trans-
formed through an FC layer to obtain the C vec-
tor. Finally, in the combined model (HateBERT+U-
TDLM), the concatenated vector [T

′
c ;C] is passed

through a final FC and a softmax classification
layer. The readers are referred to Appendix A.2 for
the architecture of the individual, and the combined
models.

3 Evaluation Set-up

3.1 Experimental Settings

We perform experiments on three different publicly
available abusive tweet corpora, namely, HatEval
(Basile et al., 2019), Waseem (Waseem and Hovy,
2016), and Davidson (Davidson et al., 2017). We
target a binary classification task with classes: abu-
sive and non abusive, following the precedent of

1Pre-trained model from https://osf.io/tbd58/

previous work on cross corpora analysis (Wiegand
et al., 2019; Swamy et al., 2019; Karan and Šnajder,
2018). For HatEval, we use the standard partition
of the shared task, whereas the other two datasets
are randomly split into train (80%),development
(10%), and test (10%). The statistics of the train-
test splits of these datasets are listed in Table 1.

Datasets Number of
comments

Average
comment

length

Abuse
%

Train Test
HatEval 9000 3000 21.3 42.1
Waseem 8720 1090 14.7 26.8
Davidson 19817 2477 14.1 83.2

.

Table 1: Statistics of the datasets used (average com-
ment length is calculated in terms of word numbers).

We choose a topic number of 15 for our exper-
iments based on the results for in-corpus perfor-
mance and to maintain a fair comparison. Besides,
the best model checkpoints are selected by per-
forming early-stopping of the training using the
respective development sets. The FC layers are
followed by Rectified Linear Units (ReLU) in the
individual as well as the combined models. In the
individual models, the FC layers for transforming
Tc and the HateBERT representation have 10 and
600 hidden units, respectively. The final FC layer
in the combined model has 400 hidden units. Clas-
sification performance is reported in terms of mean
F1 score and standard deviation over five runs, with
random initialisations.

3.2 Data Pre-processing
We remove the URLs from the Twitter comments,
but retain Twitter handles as they can contribute
to topic representations.2 Hashtags are split into
constituent words using the tool CrazyTokenizer3,
and words are converted into lower-case. U-TDLM
involves prediction of words from the comments
based on topic representations. In this part, our im-
plementation uses stemmed words and skips stop-
words.

4 Results and Analysis

Table 2 presents the in-corpus and cross-corpora
evaluation of the HateBERT and U-TDLM models.

2Eg., the topic associated with @realDonaldTrump.
3https://redditscore.readthedocs.io/

en/master/tokenizing.html
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Train
set

In-corpus performance Cross-corpus
test set

Cross-corpora performance
HateBERT U-TDLM HateBERT U-TDLM HateBERT

+ U-TDLM

HatEval 53.9±1.7 41.5±0.6
Waseem 66.5±2.2 55.5±2.6 67.8±2.4
Davidson 59.2±2.5 64.4±2.3 60.4±1.4

Waseem 86.1±0.4 73.7±1.4
HatEval 55.8±1.4 36.7±0.0 55.4±0.7

Davidson 59.8±3.6 28.2±2.4 64.8±1.8

Davidson 93.7±0.2 75.6±0.8
HatEval 51.8±0.2 50.5±1.3 51.8±0.3
Waseem 66.6±3.0 48.7±3.3 68.5±2.1

Average 77.9 63.6 60.0 47.3 61.5

Table 2: Macro average F1 scores (mean±std-dev) for in-corpus and cross-corpora abuse detection. The best in
each row for the cross-corpora performance is marked in bold.

All models are trained on the train set of the source
corpus. The in-corpus performance of the models
is obtained on the source corpora test sets, while
the cross-corpora performance is obtained on target
corpora test sets. It is shown in Table 2 that the
cross-corpora performance degrades substantially
as compared to the in-corpus performance, except
for HatEval which indeed has a low in-corpus per-
formance. HatEval test set is part of a shared task,
and similar in-corpus performance have been re-
ported in prior work (Caselli et al., 2021). Overall,
comparing the cross-corpora performances of all
models, we can observe that the combined model
(HateBERT + U-TDLM) either outperforms Hate-
BERT or retains its performance. This hints that
incorporating topic representations can be useful
in cross-corpora abusive language detection. As an
ablation study, we replaced U-TDLM features with
random vectors to evaluate the combined model.
Such a concatenation decreased the performance
in the cross-corpora setting, yielding an average
macro-F1 score of 59.4. This indicates that the
topic representations improve generalisation along
with HateBERT.

4.1 Case-studies to Analyse Improvements
from U-TDLM

We investigate the cases in Table 2 which report rel-
atively large improvements, as compared to Hate-
BERT, either with HateBERT+U-TDLM (train on
Waseem, test on Davidson) or only with U-TDLM
(train on HateEval, test on Davidson). Some of
the prominent topics from Waseem and HateEval
associated with abuse, and the top words corre-
sponding to these topics are provided in Table 3
and Table 5, respectively. For better interpretation,
topic names are manually assigned based on the

top words and the knowledge of the individual cor-
pora. We consider the abusive class as positive, and
the non-abusive class as negative in the subsequent
discussion.

Topic
id

Names Top words

4 Sexism
in sports

football, sex, sport, fem-
inist, drive, woman, call,
sexist

9 Feminism feminist, article, ebook,
equality, patriarchy, abuse,
freebsd, harass

12 Cooking
show

katie, score, mkr, cook,
c*nt, blond, less, strategic

Table 3: U-TDLM trained on Waseem’s train set (topic
names are assigned manually for interpretation).

Train on Waseem →Test on Davidson: In this
case, U-TDLM shows poor performance due to
the large number of False Negatives (#FN for U-
TDLM: 1824), and less True Positives (#TP for
U-TDLM: 266). The combined model, on the other
hand, has higher True Positives compared to those
obtained from HateBERT (#TP for HateBERT+U-
TDLM: 1556, #TP for HateBERT: 1267). The
count of True Negatives with the combined model
remains similar to that in HateBERT (#TN for Hate-
BERT + U-TDLM: 314, #TN for HateBERT: 340).
This indicates that U-TDLM introduces some com-
plementary information in the combined model.

We analyse a few abusive comments in the test
set of Davidson (target) in Table 4, which are
wrongly classified by HateBERT, but correctly de-
tected as abusive by the combined model. The top-
ical membership of these abusive comments from
Davidson indicates that U-TDLM associates high
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Source
→Target

Abusive Comments in Target Source
topics

Waseem
→Davidson

When women are so proud that they don’t like to cook; clean b*tch stop
being lazy..It’s not cute.

4, 12

ya girl is a slimy ass h*e. get her under control and tell her to stop spraying
bullshit out her mouth all day.

4, 9, 12

HatEval
→Davidson

No. Its wrong to try to change f*ggots; There is no "therapy"....sympathize
like they are retards.

3, 7

Naturally, when a shitty leftist rag talks trash about another shitty leftist
rag, you better fall in line...

10

Table 4: Abusive comments in the target corpus, correctly classified by HateBERT+U-TDLM (Waseem
→Davidson) and U-TDLM (HatEval →Davidson). “Source topics” : topics that are assigned high weights by
U-TDLM trained on Source.

Topic
id

Names Top words

3 Explicit
abuse 1

men, c*ck, d*ck, woman,
picture, sl*t, s*ck, guy

7 Explicit
abuse 2

b*tch, ho*, n*gger, girl-
friend, f*ck, shit, s*ck,
dumb

10 Politics
related

therickwilson, anncoulter,
c*nt, commies, tr*nny,
judgejeanine, keitholber-
mann, donaldjtrumpjr

Table 5: U-TDLM trained on HatEval’s train set (topic
names are assigned manually for interpretation).

weights to the relevant abuse-related topics from
Waseem. As indicated in the first example, an abu-
sive comment against women that discusses cook-
ing, in Davidson, is mapped to the topics 4 (sexism)
and 12 (cooking show) from Waseem. Similarly,
the second comment gets high weight in the three
topics 4, 9 and 12 due to its sexist content and use
of a profane word. Other pairs of corpora that yield
improved performance with the combined model
also follow similar trends as above.

Train on HatEval →Test on Davidson: In this
case, while U-TDLM performs considerably well,
the combined model only provides a slight improve-
ment over HateBERT, as per Table 2. U-TDLM
has a higher TP when compared to both HateBERT
and the combined model (#TP for U-TDLM: 1924,
#TP for HateBERT+U-TDLM: 1106, #TP for Hate-
BERT: 1076), with lower TN (#TN for U-TDLM:
130, #TN for HateBERT+U-TDLM: 373, #TN for
HateBERT: 374).

Few abusive comments from Davidson that are

correctly classified by U-TDLM alone are pre-
sented in Table 4. The first comment for this case
have high weights for the abuse-related topics 3 and
7 from HatEval due to the presence of the profane
word “f*ggot”. The second comment only gets a
high weight for topic 10, which deals with politics.
This is due to the word “leftist”, which is associ-
ated with a political ideology. As per our analysis,
we found that all of these source topics are highly
correlated with the abusive labels in the source cor-
pus of HatEval. As such, these comments from the
target corpus of Davidson are correctly classified
as abusive by U-TDLM.

5 Discussion and Conclusion

An in-corpus and cross-corpora evaluation of Hate-
BERT and U-TDLM has helped us confirm our
perspective on generalisation in the abusive lan-
guage detection task. A contextualised representa-
tion model like HateBERT can achieve great levels
of performance on the abusive language detection
task, only when the evaluation dataset does not dif-
fer from the training set. The performance of this
model degrades drastically on abusive language
comments from unseen contexts. Topic models like
U-TDLM, which express comments as a mixture
of topics learnt from a corpus, allow unseen com-
ments to trigger abusive language topics. While
topic space representations tend to lose the exact
context of a comment, combining them with Hate-
BERT representations can give modest improve-
ments over HateBERT or at the least, retain the
performance of HateBERT. These results should
fuel interest and motivate further developments in
the generalisation of abusive language detection
models.
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A Appendices

A.1 Topic Model U-TDLM
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Figure 1: Architecture of U-TDLM. As compared to TDLM (Lau et al., 2017), CNN on comment is replaced by
USE (Universal Sentence Embedding). k = number of topics.

A.2 Architecture of Combined Model
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Figure 2: Architecture of classifier for individual models: (a) U-TDLM, (b) HateBERT, and the combined model
(c) HateBERT + U-TDLM; FC: Fully Connected.
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Abstract
With the continuing spread of misinformation
and disinformation online, it is of increasing
importance to develop combating mechanisms
at scale in the form of automated systems that
support multiple languages. One task of in-
terest is claim veracity prediction, which can
be addressed using stance detection with re-
spect to relevant documents retrieved online.
To this end, we present our new Arabic Stance
Detection dataset (AraStance) of 4,063 claim–
article pairs from a diverse set of sources com-
prising three fact-checking websites and one
news website. AraStance covers false and true
claims from multiple domains (e.g., politics,
sports, health) and several Arab countries, and
it is well-balanced between related and unre-
lated documents with respect to the claims. We
benchmark AraStance, along with two other
stance detection datasets, using a number of
BERT-based models. Our best model achieves
an accuracy of 85% and a macro F1 score of
78%, which leaves room for improvement and
reflects the challenging nature of AraStance
and the task of stance detection in general.

1 Introduction

The proliferation of social media has made it possi-
ble for individuals and groups to share information
quickly. While this is useful in many situations
such as emergencies, where disaster management
efforts can make use of shared information to allo-
cate resources, this evolution can also be dangerous,
e.g., when the news shared is not precise or is even
intentionally misleading. Polarization in different
communities further aggravates the problem, caus-
ing individuals and groups to believe and to dissem-
inate information without necessarily verifying its
veracity (misinformation) or even making up sto-
ries that support their world views (disinformation).
These circumstances motivate a need to develop
tools for detecting fake news online, including for a
region with opposing forces and ongoing conflicts
such as the Arab world.

Our work here contributes to these efforts a new
dataset and baseline results on it. In particular, we
create a new dataset for stance detection of claims
collected from a number of websites covering dif-
ferent domains such as politics, health, and eco-
nomics. The websites cover several Arab countries,
which enables wider applicability of our dataset.
This compares favorably to previous work for Ara-
bic stance detection such as the work of Baly et al.
(2018), who focused on a single country. We use
the websites as our source to collect true and false
claims, and we carefully crawl web articles related
to these claims. Using the claim–article pairs, we
then manually assign stance labels to the articles.
By stance we mean whether an article agrees, dis-
agrees, discusses a claim or it is just unrelated.
This allows us to exploit the resulting dataset to
build models that automatically identify the stance
with respect to a given claim, which is an important
component of fact-checking and fake news detec-
tion systems. To develop these models, we resort
to transfer learning by fine-tuning language models
on our labeled dataset. We also benchmark our
models on two existing datasets for Arabic stance
detection. Finally, we make our dataset publicly
available.1

Our contributions can be summarized as follows:

1. We release a new multi-domain, multi-country
dataset labeled for both stance and veracity.

2. We introduce a multi-query related document
retrieval approach for claims from diverse top-
ics in Arabic, resulting in a dataset with bal-
anced label distributions across classes.

3. We compare our dataset to two other Arabic
stance detection datasets using four BERT-
based (Devlin et al., 2019) models.

1The data can be found at http://github.com/
Tariq60/arastance.
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2 Related Work

Stance detection started as a standalone task, unre-
lated to fact-checking (Küçük and Can, 2020). One
type of stance models the relation (e.g., for, against,
neutral) of a text segment towards a topic, usually
a controversial one such as abortion or gun con-
trol (Mohammad et al., 2016; Abbott et al., 2016).
Another one models the relation (e.g., agree, dis-
agree, discuss, unrelated) between two pieces of
text (Hardalov et al., 2021b; Ferreira and Vlachos,
2016). The latter definition is used in automatic
fact-checking, fake news detection, and rumour
verification (Vlachos and Riedel, 2014).

There are several English datasets that model
fact-checking as a stance detection task on text
from multiple genres such as Wikipedia (Thorne
et al., 2018), news articles (Pomerleau and Rao,
2017; Ferreira and Vlachos, 2016), and social me-
dia (Gorrell et al., 2019; Derczynski et al., 2017).
Most related to our work here is the Fake News
Challenge, or FNC, (Pomerleau and Rao, 2017),
which is built by randomly matching claim–article
pairs from the Emergent dataset (Ferreira and Vla-
chos, 2016), which itself pairs 300 claims to 2,500
articles. In FNC, this pairing is done at random,
and it yielded a large number of unrelated claim–
article pairs. There are several approaches attempt-
ing to predict the stance on the FNC dataset us-
ing LSTMs, memory networks, and transformers
(Hanselowski et al., 2018; Conforti et al., 2018;
Mohtarami et al., 2018; Zhang et al., 2019; Schiller
et al., 2021; Schütz et al., 2021).

There are two datasets for Arabic stance detec-
tion with respect to claims. The first one collected
their false claims from a single political source
(Baly et al., 2018), while we cover three sources
from multiple countries and topics. They retrieved
relevant documents and annotated the claim–article
pairs using the four labels listed earlier (i.e., agree,
disagree, discuss, unrelated). They also anno-
tated “rationales,” which are segments in the ar-
ticles where the stance is most strongly expressed.
The other Arabic dataset by Khouja (2020) uses
headlines from news sources and generated true
and false claims by modifying the headlines. They
used a three-class labeling scheme of stance by
merging the discuss and the unrelated classes in
one class called other.

Our work is also related to detecting machine-
generated and manipulated text (Jawahar et al.,
2020; Nagoudi et al., 2020).

3 AraStance Construction

We constructed our AraStance dataset similarly
to the way this was done for the English Fake
News Challenge (FNC) dataset (Pomerleau and
Rao, 2017) and for the Arabic dataset of Baly et al.
(2018). Our dataset contains true and false claims,
where each claim is paired with one or more doc-
uments. Each claim–article pair has a stance la-
bel: agree, disagree, discuss, or unrelated. Below,
we decribe the three steps of building AraStance:
(i) claim collection and pre-processing, (ii) relevant
document retrieval, and (iii) stance annotations.

3.1 Claim Collection and Preprocessing

We collected false claims from three fact-checking
websites: ARAANEWS2, DABEGAD3, and NORU-
MORS4, based in the UAE, Egypt, and Saudi Ara-
bia, respectively. The claims were from 2012 to
2018 and covered multiple domains such as poli-
tics, sports, and health. As the three fact-checking
websites only debunk false claims, we looked for
another source for true claims: following Baly et al.
(2018), we collected true claims from the Arabic
website of REUTERS5, assuming that their content
was trustworthy. We added topic and date restric-
tions when collecting the true claims in order to
make sure they were similar to the false claims.
Moreover, in order to ensure the true claims were
from the same topics as the false ones, we used a
subset of the false claims as seeds to retrieve true
claims that were within three months of the seed
false claims, and we ranked them by TF.IDF, simi-
larity to the seeds. We kept a maximum of ten true
claims per seed false claim. For all claims, we re-
moved the ones that contained no-text and/or were
multimedia-centric. Moreover, we manually modi-
fied the false claims by removing phrases like “It is
not true that”, “A debunked rumor about”, or “The
reality of ”, which are often used by fact-checking
websites. This sometimes required us to add a noun
at the beginning of the claim based on the text of
the target articles, or to make some grammatical ed-
its. We show examples of two false claims before
and after preprocessing in Table 1. Note that the
headlines we retrieved from REUTERS were already
phrased as claims, and thus we did not have to edit
them in any way.

2http://araanews.ae
3http://dabegad.com
4http://norumors.net
5http://ara.reuters.com
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Original Claim Preprocessed Claim

ÉJ
j. ��� Èñk éËð@Y�K Õ �æK
 AÖÏ �ém�� B
	á�
ÒJ
�®ÖÏ @ É
KA�Pð �HAÖÏ A¾Ó

What is being circulated about recording
residents’ calls and messages is not true

	á�
ÒJ
�®ÖÏ @ É
KA�Pð �HAÖÏ A¾Ó Éj. ��� �éÓñºmÌ'@
The government is recording calls and messages of residents

8002 	áÓ �éK. 	XA¿ �é«A ��@ t�'
QÖÏ @ I. »ñ» 	áÓ �éÓXA�®Ë @ ñÓ 	PñºË@ �éª ��@
Cosmo rays coming from Mars

is a false rumor from 2008

	áÓ �éÓXA�®Ë @ �èQ�
¢	mÌ'@ ñÓ 	PñºË@ �éª ��@ 	áÓ P 	Ym��' A�A 	K
30.30-3.12 �é«A�Ë@ 	áÓ �éÊJ
ÊË @ è 	Yë t�'
QÖÏ @ I. »ñ»
NASA warns of dangerous cosmic rays coming

from Mars tonight from 12.30-3.30

Table 1: Examples of false claims before and after preprocessing.

3.2 Document Retrieval
For each claim, we retrieved relevant documents
using multiple queries and the Google Search API.
It was harder to find relevant documents for the
false claims by passing their preprocessed version
as queries because of their nature, locality, and di-
versity. For some false claims, there were extra
clauses and modifiers that restricted the search re-
sults significantly as shown in the examples below:

1. , ø
 Qå���. Õæ�k. 	­�	JK. Qê 	¢�� �éÊ 	®£
	àAJ.ª�K Q 	kB@ 	­�	JË @

A female child with half a human body, and
the other half is a snake

2. ÈC 	g 	áÓ 	á�
 	J 	kYÖÏ @ Y 	J« 	á�
�J
KQË @ 	­J
 	¢ 	��K Õ �æK

ÐAK




@ �èQå��« �èYÖÏ ZAÖÏ @ ð 	á�. ÊË @ PA	m�'. Õæ��

Lungs of smokers are cleaned by smelling the
steam of milk and water for ten days

To remedy this, we boosted the quality of the re-
trieved documents by restricting the date range
to two months before and after the date of the
claim, prepending named entities and removing
extra clauses using parse trees. In order to em-
phasize the presence of the main entity(s) in the
claim, we extracted named entities using the Ara-
bic NER corpus by Benajiba et al. (2007) and
Stanford’s CoreNLP Arabic NER tagger (Manning
et al., 2014). We further used Stanford’s CoreNLP
Arabic parser to extract the first verb phrase (VP)
and all its preceeding tokens in the claim, as this
has been shown to improve document retrieval re-
sults for claim verification, especially for lengthy
claims (Chakrabarty et al., 2018). For the two ex-
amples shown above, we would keep the claims
until the comma for the first example and the word
and for the second one, and we would consider
those as the queries.

For each false claim, we searched for relevant
documents using the following five queries: (i) the
manually preprocessed claim as is, (ii) the prepro-
cessed claim with date restriction, (iii) the prepro-
cessed claim with named entities and date restric-
tion, (iv) the first VP and all preceding tokens with
date restriction, and lastly (v) the first VP and all
preceding tokens with named entities and date re-
striction. For the true claims, due to wider coverage
that led to easier retrieval, we only ran two queries,
using the claim with and without date restriction.

We combined the results from all queries, and
we kept a maximum of ten documents per claim.
If the retrieved documents exceeded this limit, we
only kept documents from news sources6, or from
sources used in previous work on Arabic stance
detection (Baly et al., 2018; Khouja, 2020). If we
still had more than ten documents after filtering by
source, we ranked the documents by their TF.IDF
similarity with the claim, and we kept the top ten
documents. We limited the number of documents
to ten per claim in order to avoid having claims
with very high numbers of documents and others
with only one or two documents. Ultimately, this
helped us keep the dataset balaced in terms of both
sources and topics.

3.3 Stance Annotation

We set up the annotation task as follows: given a
claim–article pair, what is the stance of the doc-
ument towards the claim? The stance was to be
annotated using one of the following labels: agree,
disagree, discuss, or unrelated, which were also
used in previous work (Pomerleau and Rao, 2017;
Baly et al., 2018).

6We used Google News as a reference of news
sources for the three countries of the fact-checking web-
sites: https://news.google.com/?hl=ar&gl=X&
ceid=X%3Aar, where X is AE, EG, or SA, standing for
UAE, Egypt and Saudi Arabia, respectively.
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Claim Document Title A1 A2 A3
�èY�A 	̄ ÉK
 	P@Q�. Ë @ 	áÓ �èXPñ�J�ÖÏ @ 	ák. @ðYË@ð ÐñjÊË@

Meat and poultry imported from Brazil are rotten
ø
 XA��J�̄B@ ��Aª�J 	KB@ XYî�E �èY�A 	®Ë @ ÐñjÊË@ : ÉK
 	P@Q�. Ë @ �éjJ
 	� 	̄

Brazil scandal: Rotten meat threatens economic recovery
D A D

Y	KCK
A�K ú 	̄ 	­êºË@ ÈA 	®£


@ 	XA �® 	K @ �éJ
ÊÔ« ú


	̄ Qå�Ó ¼PA ����
Egypt participates in the rescue operation

of cave children in Thailand

Y	KCK
A�K ú

	̄ 	­ê» É 	g@X 	áÓ �éJ
�. � h. @Q 	kB


�éJ
ÊÔ« 	àð


@YJ. K
 	XA �® 	KB
 @

Rescuers begin operation to remove the
teenage boys from the cave in Thailand

D U U

Table 2: Disagreement between the annotators on the discuss (D) label with the agree (A) (first example) and the
unrelated (U) labels (second example).

We explained the labels to annotators as follows:

• agree: the document agrees with the main
claim in the statement clearly and explicitly;

• disagree: the document disagrees with main
claim in the statement clearly and explicitly;

• discuss: the document discusses the same
event without taking a position towards its
validity;

• unrelated: the document talks about a differ-
ent event, regardless of how similar the two
events might be.

Our annotators were three graduate students in
computer science and linguistics, all native speak-
ers of Arabic. We adopted guidelines similar to the
ones introduced by Baly et al. (2018). First, we
conducted a pilot annotation round on 315 claim–
article pairs, where each pair was annotated by all
annotators. The annotators agreed on the same la-
bel for 220 out of the 315 pairs (70% of the pairs),
while for 89 pairs (28%) there were two annota-
tors agreeing on the label, and for the remaining 6
pairs (2% of the pairs) there was a three-way dis-
agreement. The main disagreements between the
annotators were related to the discuss label, which
was confused with either agree or unrelated.

We show two examples in Table 2 where the an-
notators labeled the example on the top of the table
as discuss and agree. The two annotators that la-
beled this example as discuss justified their choice
by arguing that the document only mentioned the
claims without agreeing or disagreeing and mainly
analyzed the impact of rotten meat on Brazil’s econ-
omy in great detail. The example in the bottom of
the table was labeled by one annotator as discuss
and by two annotators as unrelated. The annotators
who labeled it as unrelated argued that there was
no mention of Egypt’s involvement in the rescue
efforts, while the annotator who labeled the pair as
discuss maintained that the document discussed the
same event of children trapped in the cave.

These disagreements were resolved through dis-
cussions between the annotators, which involved
refining the guidelines to label a pair as discuss if it
only talks about the exact same event of the claim
without taking any clear position. The annotators
were also asked not to take into consideration any
other factors, e.g., the date of article, its publisher,
or its veracity.

For the rest of the data, each claim–article pair
was annotated by two annotators, where the differ-
ences were resolved by the third annotator. This is
very similar to labeling all pairs by three annotators
with majority voting, but with less labor require-
ments. We measured the inter-annotator agreement
(IAA) using Fleiss kappa, which accounts for multi-
ple annotators (Fleiss and Cohen, 1973), obtaining
an IAA of 0.67, which corresponds to substantial
agreement.

3.4 Statistics About the Final Dataset

Table 3 shows the number of claims and articles
for each website with their veracity label (by-
publisher) and final stance annotations. The distri-
bution of the four stance classes in training, devel-
opment, and test is shown in Table 4. After select-
ing the gold annotations, we discarded all claims
that had all of their retrieved documents labeled as
unrelated, aiming to reduce the imbalance with re-
spect to the unrelated class, and we only focused on
claims with related documents, which can be seen
as a proxy for check-worthiness. We ended up with
a total of 4,063 claim–articles pairs based on 910
claims: 606 false and 304 true. The dataset is im-
balanced towards the false claims, but as our main
task is stance detection rather than claim veracity,
we aimed at having a balanced distribution for the
four stance labels. As shown in Table 4, around
half of the labels are from the unrelated class, but
it is common for stance detection datasets to have
higher proportion of this class (Pomerleau and Rao,
2017; Baly et al., 2018).
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Stance
Source Veracity Claims Articles Agree Disagree Discuss Unrelated

ARANEWS False 170 518 80 82 51 305
DABEGAED False 278 1,413 225 249 143 796
NORUMERS False 158 490 26 103 32 329
REUTERS True 304 1,642 691 15 161 775
Total – 910 4,063 1,022 449 387 2,205

Table 3: Statistics about the number of claims, articles and claim–article pairs and the distribution of their stances
for each source.

Label Train Dev Test

Agree 739 129 154
Disagree 309 76 64
Discuss 247 70 70
Unrelated 1,553 294 358

Total 2,848 569 646

Table 4: Statistics about the claim–article pairs with
stances in the training, development and test sets.

There are various approaches that can mitigate
the impact of the class imbalance caused by the
unrelated class. These are related to (i) task setup,
(ii) modeling, and (iii) evaluation.

First, the task can be approached differently by
only doing stance detection on the three related
classes (Conforti et al., 2018), or by merging the
discuss and the unrelated classes into one class,
e.g., called neutral or other (Khouja, 2020).

Second, it is possible to keep all classes, but to
train a two-step model: first to predict related vs.
unrelated, and then, if the example is judged to be
related, to predict the stance for the three related
classes only (Zhang et al., 2019).

Third, one could adopt an evaluation measure
that rewards models that make correct predictions
for the related classes more than for the unre-
lated class. Such a measure was adopted by the
Fake News Challenge (Pomerleau and Rao, 2017).
However, such measures have to be used very
carefully, as they might be exploited. For exam-
ple, it was shown that the FNC measure can be
exploited by random prediction from the related
classes and never from the unrelated class, which
has a lower reward under the FNC evaluation mea-
sure (Hanselowski et al., 2018). We leave such
considerations about the impact of class imbalance
to future work.

4 Experimental Setup

4.1 External Datasets
We experimented with a number of BERT-based
models, pre-trained on Arabic or on multilingual
data, which we fine-tuned and applied to our
dataset, as well as to the following two Arabic
stance detection datasets for comparison purposes:

• Baly et al. (2018) Dataset. This dataset
has 1,842 claim–article pairs for train-
ing (278 agree, 37 disagree, 266 discuss,
and 1,261 unrelated), 587 for development
(86 agree, 25 disagree, 73 discuss, and 403 un-
related), and 613 for testing (110 agree, 25 dis-
agree, 70 discuss, and 408 unrelated).

• Khouja (2020) Dataset. This dataset
has 2,652 claim–article pairs for training
(903 agree, 1,686 disagree, and 63 other),
755 for development (268 agree, 471 disagree,
and 16 other) and 379 for testing (130 agree,
242 disagree, and 7 other).

The dataset by Baly et al. (2018) has 203 true
claims from REUTERS and 219 false claims from
the Syrian fact-checking website VERIFY-SY,7

which focuses on debunking claims about the Syr-
ian civil war. Thus, the dataset contains claims that
focus primarily on war and politics. They retrieved
the articles and performed manual annotation of
claim–article pairs for stance, following a proce-
dure that is very close to the one we used for AraS-
tance. Moreover, their dataset has annotations of
rationales, which give the reason for selecting an
agree or a disagree label. The dataset has a total of
about 3,000 claim–article pairs, 2,000 of which are
from the unrelated class. The dataset comes with a
split into five folds of roughly equal sizes. We use
folds 1-3 for training, fold 4 for development, and
fold 5 for testing.

7http://www.verify-sy.com/
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The dataset by Khouja (2020) is based on sam-
pling a subset of news titles from the Arabic News
Text (ANT) corpus (Chouigui et al., 2017), and
then making true and false alterations of these titles
using crowd-sourcing. The stance detection task
is then defined between pairs of original news ti-
tles and their respective true/false alterations. This
essentially maps to detecting paraphrases for true
alterations (stance labeled as agree) and contradic-
tions for false ones (stance labeled as disagree).
They further have a third stance label, other, which
is introduced by pairing the alterations with other
news titles that have high TF.IDF similarity with
the news title originally paired with the alteration.
Overall, Khouja (2020)’s dataset is based on syn-
thetic statements that are paired with news titles.
This is quite different from AraStance and the
dataset of Baly et al. (2018), which have naturally
occurring claims that are paired with full news
articles. Moreover, as both AraStance and Baly
et al. (2018)’s datasets have naturally occurring
data from the web, they both exhibit certain level
of noise and irregularities, e.g., some very long
documents, words/characters in other languages
such as English, etc. Such a noise is minimal in
Khouja (2020)’s dataset, which is a third differen-
tiating factor compared to the other two datasets.
Nevertheless, we include Khouja (2020)’s dataset
in our experiments in order to empirically test the
impact of these differences.

4.2 Models

We fine-tuned the following four models for each
of the three Arabic datasets:

1. Multilingual BERT (mBERT), base size,
which is trained on the Wikipedias of 100
different languages, including Arabic (Devlin
et al., 2019).

2. ArabicBERT, base size, which is trained on
8.2 billion tokens from the OSCAR corpus8

as well as on the Arabic Wikipedia (Safaya
et al., 2020).

3. ARBERT, which is trained on 6.2 billion to-
kens of mostly Modern Standard Arabic text
(Abdul-Mageed et al., 2020).

4. MARBERT, which is trained on one billion
Arabic tweets, which in turn use both Modern
Standard Arabic and Dialectal Arabic (Abdul-
Mageed et al., 2020).

8http://oscar-corpus.com

The four models are comparable in size, all hav-
ing a base architecture, but with varying vocabulary
sizes. More information about the different mod-
els can be found in the original publications about
them. We fine-tuned each of them for a maximum
of 25 epochs with an early stopping patience value
of 5, a maximum sequence length of 512, a batch
size of 16, and a learning rate of 2e-5.

5 Results

The evaluation results are shown in Tables 5 and
6 for the development and for the test sets, respec-
tively. We use accuracy and macro-F1 to account
for the different class distributions; we also report
per-class F1 scores. Note that Khouja (2020) uses
three labels rather than four, merging discuss and
unrelated into other. Their label distribution has a
majority of disagree, followed by agree, and very
few instances of other, which is different from our
dataset and from Baly et al. (2018)’s.

We can see that ARBERT yields the best overall
and per-class performance on dev for the Khouja
(2020) dataset and AraStance. It also generalizes
very well to the test sets, where it even achieved
a higher macro-F1 score for the Khouja (2020)
dataset. The performance of the other three mod-
els (mBERT, ArabicBERT, and MARBERT) drops
slightly on the test set compared to dev for both
AraStance and the Khouja (2020) dataset. This
might be due to ARBERT being pre-trained on
more suitable data, which includes Books, Giga-
word and Common Crawl data primarily from
MSA, but also a small amount of Egyptian Ara-
bic. Since half of our data comes from an Egyptian
website (DABEGAD), this could be helpful. In-
deed, while ArabicBERT is pretrained on slightly
more data than ARBERT, it was almost exclusively
pretrained on MSA, without dialectal data, and
AraStance it performs worse.

About the other models: The datasets on which
ArabicBERT was trained have duplicates, which
could explain the model being outperformed. For
MARBERT, it is pretrained on tweets that have
both MSA and dialectal Arabic. MARBERT’s data
come from social media, which is different from
the news articles or titles from which all the ex-
perimental downstream three datasets are derived.
Also, it seems that ARBERT and MARBERT are
better than the other two models at predicting the
stance between a pair of sentences, as it is the case
with the Khouja (2020) dataset.
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Model Baly et al. (2018) Dataset Khouja (2020) Dataset AraStance
A D Ds U Acc F1 A D O Acc F1 A D Ds U Acc F1

mBERT .63 0 .11 .84 .73 .40 .74 .84 .76 .81 .78 .81 .68 .58 .92 .82 .75
ArabicBERT .58 .14 .24 .82 .69 .45 .74 .86 .84 .82 .81 .85 .75 .56 .92 .84 .77
ARBERT .56 .14 .30 .83 .70 .46 .81 .89 .87 .86 .86 .85 .82 .60 .93 .86 .80
MARBERT .44 .14 .23 .78 .62 .40 .80 .88 .79 .85 .82 .85 .80 .53 .89 .84 .77

Table 5: Results on the development set for the three Arabic Stance Detection datasets. Shown are the F1-scores
for each class (A: Agree, D: Disagree, Ds: Discuss, U: Unrelated, O: Other), as well as the overall Accuracy (Acc),
and the Macro-Average F1 score (Macro-F1).

Model Baly et al. (2018) Dataset Khouja (2020) Dataset AraStance
A D Ds U Acc F1 A D O Acc F1 A D Ds U Acc F1

mBERT .64 0 .12 .85 .73 .40 .67 .81 .86 .76 .78 .83 .77 .51 .93 .85 .76
ArabicBERT .66 .35 .27 .80 .67 .52 .72 .85 .71 .81 .76 .84 .74 .52 .94 .85 .76
ARBERT .65 .29 .27 .81 .68 .51 .80 .89 1.0 .86 .90 .85 .78 .55 .92 .85 .78
MARBERT .51 0 .25 .77 .60 .38 .78 .88 .92 .84 .86 .86 .72 .41 .90 .84 .72

Table 6: Results on the test set for the three Arabic Stance Detection datasets. Shown are the F1-scores for each
class (A: Agree, D: Disagree, Ds: Discuss, U: Unrelated, O: Other), as well as the overall Accuracy (Acc), and the
Macro-Average F1 score (Macro-F1).

This could be due to the diversity of their pre-
training data, which improves the model’s ability to
capture inter-sentence relations such as paraphrases
and contradictions. Another factor that could ex-
plain ARBERT’s better performace compared to
MARBERT is that the latter is trained with a mask-
ing objective only, while ARBERT is trained with
both a masking objective and a next sentence pre-
diction objective. The use of the latter objective by
ARBERT could explain its ability to capture infor-
mation in our claim–stance pairs, although these
pairs are different from other types of pairs such
as in the question and answer task, where the pair
occurs in an extended piece of text.

On the other hand, there is no consistently best
model for the Baly et al. (2018) dataset. This could
be due to a number of reasons. First, that dataset
has a severe class imbalance, as we have explained
in Section 4. Second, the dataset (especially the
false claims) is derived from one particular domain,
i.e., the Syrian war, which might not be well rep-
resented in the pretraining data. Therefore, addi-
tional modeling considerations such as adaptive
pretraining on a relevant unlabelled corpus before
fine-tuning on the target labeled data could help.

Surprisingly, ArabicBERT and ARBERT per-
form much better on the test set than on the de-
velopment set of the Baly et al. (2018) dataset for
the disagree class, which has the lowest frequency:
from 0.14 F1 to 0.29–0.35 F1.

Since the number of disagree instances is very
low (25 documents for 10–12 unique claims), it
is possible that the claims in the test set happen
to be more similar to the ones in the training data
than it is for development. This is plausible be-
cause we did our train-dev-test split based on the
five-folds prepared by the authors as explained in
Section 4. It is worth noting that the multilingual
model (mBERT) has the highest overall accuracy
and F1 score for the unrelated class of the Baly
et al. (2018) dataset. Multilingual text representa-
tions such as mBERT might over-predict from the
majority class, and thus would perform poorly on
the two low-frequency classes; indeed, mBERT has
an F1-score of 0 for disagree, and no more than
0.12 for discuss on development and testing.

Finally, we observe very high performance for
all models for the unrelated class of AraStance.
This could be an indication of strong signals that
differentiate the related and the unrelated classes,
whereas the discuss class is the most challenging
one in AraStance, due to its strong resemblance
to agree in some examples such as the one shown
in Table 2. This indicates that all models offer an
area for improvement, where a single classifier can
excel for both frequent and infrequent classes for
the stance detection within and across datasets. We
leave further experimentation, including with mod-
els developed for FNC and the Baly et al. (2018)
dataset, for future work.
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6 Conclusion and Future Work

We presented AraStance, a new multi-topic Ara-
bic stance detection dataset with claims extracted
from multiple fact-checking sources across three
countries and one news source. We discussed the
process of data collection and approaches to over-
come challenges in related document retrieval for
claims with low online presence, e.g., due to topic
or country specificity. We further experimented
with four BERT-based models and two additional
Arabic stance detection datasets.

In future work, we want to further investigate the
differences between the three Arabic stance detec-
tion datasets and to make attempts to mitigate the
impact of class imbalance, e.g., by training with
weighted loss, by upsampling or downsampling the
classes, etc. We further want to examine the discuss
class across datasets and to compare the choice of
annotation scheme —three-way vs. four-way— on
this task. Moreover, we plan to enrich AraStance
by collecting more true claims from other websites,
thus creating a dataset that would be more evenly
distributed across the claim veracity labels. Fur-
thermore, we would like to investigate approaches
for improving stance detection by extracting the
parts of the documents that contain the main stance
rather than truncating the documents after the first
512 tokens. Finally, we plan to experiment with
cross-domain (Hardalov et al., 2021a) and cross-
language approaches (Mohtarami et al., 2019).
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Abstract

The way information is generated and dissem-
inated has changed dramatically over the last
decade. Identifying the political perspective
shaping the way events are discussed in the me-
dia becomes more important due to the sharp
increase in the number of news outlets and ar-
ticles. Previous approaches usually only lever-
age linguistic information. However, news ar-
ticles attempt to maintain credibility and seem
impartial. Therefore, bias is introduced in sub-
tle ways, usually by emphasizing different as-
pects of the story. In this paper, we propose
a novel framework that considers entities men-
tioned in news articles and external knowledge
about them, capturing the bias with respect to
those entities. We explore different ways to
inject entity information into the text model.
Experiments show that our proposed frame-
work achieves significant improvements over
the standard text models, and is capable of
identifying the difference in news narratives
with different perspectives.

1 Introduction

The perspectives underlying the way information
is conveyed to readers can prime them to take simi-
lar stances and shape their world view (Gentzkow
and Shapiro, 2010, 2011). Given the highly polar-
ized coverage of news events, recognizing these
perspectives can help ensure that all point of view
are represented by news aggregation services, and
help avoid “information echo-chambers” in which
only a single view point is represented.

Past work studying expression of bias in text has
focused on lexical and syntactic representations of
bias (Greene and Resnik, 2009; Recasens et al.,
2013; Elfardy et al., 2015). Expressions of bias can
include the use of the passive voice (e.g., “mistakes
were made”), or references to known ideological
talking points and framing decisions (Baumer et al.,
2015; Budak et al., 2016; Card et al., 2016; Field
et al., 2018; Morstatter et al., 2018) (e.g., “pro-life”

vs. “pro-choice”). However, bias in news media
is often more nuanced, expressed through informa-
tional choices (Fan et al., 2019), which highlight
different aspects of the news story, depending on
the entity or relation being discussed. For example,
consider the following articles, discussing the same
news story from different perspectives.

Adapted from Huffington Post (Left)
Rep. Adam Schiff (D-Calif.), one of the managers,
pressed the case for additional witnesses, noting that
Trump last month — in a video clip Schiff played sena-
tors — said he would “love” to have former administration
officials testify in his Senate trial. “The Senate has an op-
portunity to take the president up on his offer to make his
senior aides available”,Schiff said. “But now the president
is changing his tune.”

Adapted from Fox News (Right)
House Intelligence Committee Chairman Adam Schiff
of California, the leading House impeachment manager
for Democrats, hurled the usual inflammatory accusations
from his grab-bag of anti-Trump invectives (“corruption...
cover-ups... misdeeds... lawlessness... guilt!”) He tried
to enliven his monotonous delivery with graphics, but the
excessive words only added tedium to his largely laborious
argument

Both stories describe the same set of events re-
garding the 2020 U.S Senate impeachment trial. In
the top article, with a left leaning perspective, Rep.
Schiff, leading the Democrats in the case, is quoted
directly, while the bottom article, with a right lean-
ing perspective, describes a negative reaction to his
speech. Mapping the attitudes expressed in the text,
to the appropriate right or left leaning perspective,
requires extensive world knowledge about the iden-
tity of the people mentioned and their relationship,
as well as the ability to associate relevant text with
them. In the example above, recognizing that the
negative sentiment words are associated with Rep.
Schiff (rather than President Trump who is also
mentioned in the article), and that he is associated
with the left side of the political map, is the key
to identifying the right leaning perspective of the
article.
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In this paper, we tackle this challenge and sug-
gest an entity-centric approach to bias detection
in news media. We follow the observation that
expressions of bias often revolve around the main
characters described in news stories, by associating
them with different properties, highlighting their
contribution to some events, while diminishing it,
in others. To help account for the world knowledge
needed to contextualize the actions and motives
of entities mentioned in the news we train entity
and relation (defined as a pair of entities in this
paper) representations, incorporating information
from external knowledge source and the news ar-
ticle dataset itself. We use the generalized term
aspect to refer to either entity-specific or relation-
specific view of the biased content in the article.
We apply these representations in a Multi-head
Entity Aware Attention Network (MEAN), which
creates an entity-aware representation of the text.

We conducted our experiments over two datasets,
Allsides (Li and Goldwasser, 2019) and SemEval
Hyperpartisan news detection (Kiesel et al., 2019).
We compared our approach to several competitive
text classification models, and conducted a careful
ablation study designed to evaluate the individual
contribution of representing world knowledge us-
ing entity embedding, and creating the entity-aware
text representation using multi-head attention. Our
results demonstrate the importance of both aspects,
each contributing to the model’s performance.

2 Related Work

The problem of perspective identification is origi-
nally studied as a text classification task (Lin et al.,
2006; Greene and Resnik, 2009; Iyyer et al., 2014),
in which a classifier is trained to differentiate be-
tween specific perspectives. Other works use lin-
guistic indicators of bias and expressions of im-
plicit sentiment (Recasens et al., 2013; Baumer
et al., 2015; Field et al., 2018).

Recent work by Fan et al., 2019 aims to charac-
terize content relevant for bias detection. Unlike
their work which relies on annotated spans of text,
we aim to characterize this content without explicit
supervision.

In the recent SemEval-2019, a hyperpartisan
news article detection task was suggested1. Many
works attempt to solve this problem with deep
learning models (Jiang et al., 2019; Hanawa et al.,
2019). We build on these works to help shape our

1https://pan.webis.de/semeval19/semeval19-web/

text representation approach.
Several recent works also started to make use

of concepts or entities appearing in text to get a
better representation. Wang et al., 2017 treats the
extracted concepts as pseudo words and append-
ing them to the original word sequence which is
then fed to a CNN. The KCNN (Wang et al., 2018)
model, used for news recommendation, concate-
nates entity embeddings with the respective word
embeddings at each word position to enhance the
input. We take a different approach, and instead
learn a document representation with respect to
each entity in the article.

Using auxiliary information to improve text
model was studied recently. Tang et al. proposes
user-word composition vector model that modifies
word embeddings given author representations in
order to capture user-specific modification to word
meanings. Other works incorporate user and prod-
uct information to compute attentions over different
semantic levels in the context of sentiment classi-
fication of online review (Chen et al., 2016; Wu
et al., 2018). In this work, we learn the entity em-
bedding based on external knowledge source (i.e.
Wikipedia) or text, instead of including them in the
training of bias prediction task. Therefore, we are
able to capture rich knowledge about entities from
various sources.

Another series of work that is closely related to
ours is aspect based sentiment analysis. It aims at
determining the sentiment polarity of a text span
in a specific aspect or toward a target in the text.
Many neural network based approaches have been
proposed (Wang et al., 2016; Chen et al., 2017;
Fan et al., 2018) to incorporate the aspect term
into the text model. Recently, several works (Zeng
et al., 2019; Song et al., 2019) designed their model
based on BERT (Devlin et al., 2019). Unlike these
works, we are not trying to determine the sentiment
toward each entity mentioned in text. Instead, we
are interested in identifying the underlying political
perspective through the angles of these entities.

3 Model

The problem of political perspective detection in
news media can be formalised as follows. Given a
news article d, where d consists of sentences si, i ∈
[1, L], and each sentence si consists of words wit,
t ∈ [1, T ]. L and T are the number of sentences in
d and number of words in si respectively. The goal
of this task is to predict the political perspective
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y of the document. Given different datasets, this
can either be a binary classification task, where
y ∈ {0, 1} (hyperpartisan or not), or a multi-class
classification problem, where y ∈ {0, 1, 2} (left,
center, right).

To inject knowledge about entities and relations,
which would help solve the above classification
problem, we first extract entities from the data cor-
pus, and then learn knowledge representations for
them using both external knowledge and the text
corpus itself. In the second part, we describe how
the learned aspect representations can be used in
our Multi-head Entity Aware Attention Network.
The overall architecture of our model is shown in
Figure 1. It includes two sequence encoders, one
for word level and another for sentence level. Our
model learns a document representation with re-
spect to each entity or relation in the document.
The hidden states from an encoder are combined
through a multi head entity-aware attention mech-
anism such that the generated sentence and doc-
ument vectors will consider not only the context
within the text but also the knowledge about the tar-
get entity (e.g. their political affiliation, or stance
on controversial issues) or relation. We explain the
acquisition of entity and relation knowledge rep-
resentation and the structure of MEAN in details
below.

3.1 Entity and Relation Knowledge
Representation

We utilize the entity linking system DBpedia Spot-
light (Daiber et al., 2013) to recognize and disam-
biguate the entities in news articles. We use the
default configuration of DBpedia Spotlight, includ-
ing the confidence threshold of 0.35, which helps
to exclude uncertain or wrong entity annotations.
We keep only entities with Person or Organization
types that appear in the corpus. For each news arti-
cle, we extract the top 5 entities (relations) based on
number of mentions in the article as anchor aspects
and learn a document representation with respect
to each of them. The intuition is that the anchor
aspects are the major figures and interactions dis-
cussed in a news article. By examining how each
anchor aspect is discussed, our model can make
better overall bias prediction. In this section, we in-
troduce our pre-training models for learning entity
and relation representations.

…

𝒔𝟏 𝒔𝟐 𝒔𝑳

…
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Figure 1: Overall Architecture of MEAN Model

3.1.1 Wikipedia Based Entity Representation

Wikipedia2Vec (Yamada et al., 2018) is a model
that learns entity embeddings from Wikipedia. It
learns embeddings of words and entities by iter-
ating over the entire Wikipedia pages and maps
similar words and entities close to one another in
a continuous vector space. It jointly optimizes the
representations by modeling entity-entity, word-
word and entity-word relationships. We use entity
representation from Wikipedia2Vec to initialize our
entity embedding model in 3.1.2 which enables us
to use the background knowledge of entities with-
out training on a very large corpus.

3.1.2 Text Based Entity Representation

Inspired by the masked language modeling objec-
tive used in BERT (Devlin et al., 2019), we propose
an entity-level masking task for learning meaning-
ful representations of entities based on the news
articles in which they are mentioned. The objective
is to predict the masked entity based on the context
provided by the other words in a sentence. Specif-
ically, the entity mentions (regardless of number
of tokens in text) are replaced with a special to-
ken “[MASK]" during preprocessing. We use a
bidirectional LSTM to encode the sentence, and
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the hidden state of the mask token will be used for
prediction. It has the same structure as the sentence
level encoder we describe in 3.2.2. We use negative
sampling to randomly generate negative entity can-
didates from all possible entities uniformly. The
learned entity representations can directly capture
the context in the news articles they appear in.

3.1.3 Text Based Relation Representation
Similarly, we learn representation for an entity pair
to encode the relationship between them. Given
a sentence with two entity mentions masked, our
model tries to predict the pair of entities. Again, a
bidirectional LSTM with self attention is adopted
to encode the sentence and the sentence represen-
tation are then used for prediction. We generate
negative relation candidates from all possible rela-
tions uniformly.

3.2 Multi-Head Entity-Aware Attention
Network

The basic component of our model is the Hierarchi-
cal LSTM model (Yang et al., 2016). The goal of
our model is to learn document representation de
with respect to an aspect e mentioned in it for bias
prediction. In order to incorporate knowledge of
aspects to better capture the nuance between news
articles with different bias, we use aspect embed-
dings obtained in Section 3.1 to adjust the attention
weight given to each sentence and word. It consists
of several parts: a word sequence encoder, a word-
level attention layer, a sentence sequence encoder
and a sentence-level attention layer. The following
sections describe the details of these components.

3.2.1 LSTM Networks
Long Short Term Memory networks (LSTMs)
(Hochreiter and Schmidhuber, 1997) are a special
kind of RNN, capable of learning long-term depen-
dencies. Many recent works have demonstrated
their ability to generate meaningful text represen-
tations. To capture the context in both directions,
we use bidirectional LSTM in this work. For each
element in the input sequence, the hidden state h
is a concatenation of the forward hidden state

−→
h

and backward hidden state
←−
h computed by the

respective LSTM cells.

3.2.2 Hierarchical Aspect Attention
Word Sequence Encoder Given a sentence with
words wit, t ∈ [1, T ], each word is first converted
to its embedding vector xit. We can adopt pre-

trained Glove (Pennington et al., 2014) word em-
beddings or deep contextualized word represen-
tation ELMo (Gardner et al., 2017) for this step.
The word vectors are then fed into a word level
bidirectional LSTM network to incorporate contex-
tual information within the sentence. The hidden
states hit from the bidirectional LSTM network,
are passed to the next layer.

Word Level Attention In (Yang et al., 2016), a
self attention mechanism is introduced to identify
words that are important to the meaning of the sen-
tence, and therefore higher weights are given to
them when forming the aggregated sentence vector.
Actually the same words can also convey different
meanings on distinct entities or relations. Follow-
ing this intuition, we extend the idea by taking the
aspect knowledge into account.

pitw = tanh(Wwhit + Uwve + bw) (1)

αitw =
exp(pTitwpw)∑
t exp(p

T
itwpw)

(2)

siw =
∑

t

αitwhit (3)

In addition to using the hidden states hit alone to
compute attention weight, we add the vector ve for
the anchor aspect e as another source of informa-
tion. As a result, pitw encode the importance of a
specific word not only according to its context, but
also the aspect of interest. pitw is compared with
the word level preference vector pw to compute a
similarity score, which is then normalized to get
the attention weight αitw through a softmax func-
tion. A weighted sum of the word hidden states
are computed based on the attention weight as the
sentence vector siw

Inspired by the multi-head attention scheme in
(Vaswani et al., 2017), we propose a multi-head
attention in our model to extend its ability to jointly
attend to information at different positions. The
sentence vector si is computed as an average of siw
obtained from different attention heads. Note that
we learn a separate copy of the parameters Ww,
Uw, bw and pw for each attention head.

si =

∑
w siw

NHW
(4)

NHW is the number of word-level attention head.
69



Sentence Sequence Encoder and Sentence
Level Attention Given the sentence vectors si,
i ∈ [1, L], we can generate the document vector
in a similar way. Hidden states hi together with
the aspect embedding ve are used to compute the
attention weight for each sentence. After that, the
document vector vdes is obtained as a weighted
average of hidden states hi. vdes obtained from
different attention heads are averaged to generate
aspect oriented document representation vde.

vde =

∑
s vdes
NHS

(5)

where NHS is the number of attention heads at
sentence level.

Document Classification The document repre-
sentations vde with respect to aspect e captures the
bias related information in news article d from the
angle of aspect e. They can be used as features for
predicting the document bias label.

pde = softmax(Wcvde + bc) (6)

We use the negative log likelihood of the correct
labels as classification training loss:

L = −
∑

d

∑

e∈Ed

log pdej (7)

whereEd is the set of aspects mentioned in news
article d, and j is the bias label of d.

Note that we use the bias label for the entire news
article d as label for each aspect oriented document
representation vde during training. This is not ideal
as the narratives about some aspects in the arti-
cle may not be consistent with the overall political
perspective. But it is a reasonable approximation
given the labels for aspect oriented document rep-
resentations are expensive to obtain. At test time,
we use average pooling to get the aggregated docu-
ment representation vd which combine the political
perspective targeting each aspect of interest.

vd =

∑
e vde
|Ed|

(8)

Given the entity and relation representations are
not in the same space, we use them to train sep-
arate models. We regard the MEAN model us-
ing entity embedding and relation embedding for

attention as MEAN_ENT and MEAN_REL re-
spectively. We also explore a simple ensemble
MEAN_Ensemble, which makes prediction based
on the sum of probability scores pde from the above
two models at test time. Note that this does not re-
quire retraining.

4 Experiments

4.1 Datasets and Evaluation

We run experiments on two news article datasets:
Allsides and SemEval. The statistics of both
datasets is shown in Table 1.

Allsides This dataset (Li and Goldwasser, 2019)
is collected from two news aggregation websites2

on 2020 different events discussing 94 event types.
The websites provide news coverage from multi-
ple perspectives, indicating the bias of each arti-
cle using crowdsourced and editorial reviewed ap-
proaches. Each article has a bias label left, center
or right. We used the same randomly separated
splits for evaluation in this paper so that our results
are directly comparable with previous ones.

SemEval This is the official training dataset from
SemEval 2019 Task 4: Hyperpartisan News Detec-
tion (Kiesel et al., 2019). The task is to decide
whether a given news article follows a hyperparti-
san argumentation. There are 645 articles in this
dataset and each is labelled manually with a binary
label to indicate whether it is hyperpartisan or not.
Since the test set is not available at this time, we
conducted 10-fold cross validation on the training
set with exactly the same splits as in (Jiang et al.,
2019) so that we can compare with the system that
ranked in the first place.

Dataset Center Left Right Avg # Sent. Avg # Words
Allsides 4164 3931 2290 49.96 1040.05

Hyperpartisan
SemEval 407 238 27.11 494.29

Table 1: Datasets Statistics

4.2 Baselines

We compare our model with several baseline meth-
ods, including traditional approaches that utilize
textual information alone, and other strategies to
utilize knowledge of entities.

2Allsides.com and Memeorandum.com
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4.2.1 Methods using only textual information
SkipThought regard each document as a long
sentence, and map it to a 4800-dimension vec-
tor with the sentence level encoder Skip-Thought
(Kiros et al., 2015).

HLSTM first tokenize a document into sen-
tences, then each sentence was tokenized into
words. A word-level and a sentence-level bidirec-
tional LSTM are used to construct a vector repre-
sentation for each sentence and then the document.
Self attention is used to aggregate hidden states at
both word and sentence levels.

BERT is a language representation model based
on deep bidirectional Transformer architectures
(Vaswani et al., 2017). It was pre-trained with
masked language model and next sentence pre-
diction tasks on huge corpus. As a result, it can
achieve state-of-the-art results on a wide range of
tasks by fine-tuning with just one additional output
layer.

CNN_Glove (CNN_ELMo) is the model from
the team that ranked first in hyperpartisan news
detection task in SemEval 2019 (Jiang et al., 2019).
It uses the pre-trained Glove (ELMo) word vectors,
which is then averaged as sentence vectors. The
sentences vectors are fed into 5 convolutional lay-
ers of different kernal sizes. The outputs for all
convolution layers are concatenated for prediction.

4.2.2 Methods using entity information
Models listed below have the same architecture
with MEAN, including multi-head self attention.
The only difference is how and where entity infor-
mation is used.

HLSTM_Embed concatenate the entity embed-
ding with word embedding at each position such
that the new input to word level LSTM x′it =
[xit; ve] where ; is the concatenation operator. This
model has the potential to bias the political pref-
erence of a word. This is because a word can be
associated with bias when describing one entity
while neutral when describing others.

HLSTM_Output concatenate the entity embed-
ding with the document vector vd generated by
HLSTM such that v′d = [vd; ve]. This means that
we bias the probability distribution of political bias
based on the final document encoding. If an entity
is usually associated with one bias in certain topics,
then this model would be able to capture that.

4.3 Implementation Details

We use the spaCy toolkit for preprocessing the doc-
uments. All models are implemented with PyTorch
(Paszke et al., 2017)3. The 300d Glove word vec-
tors (Pennington et al., 2014) trained on 6 billion
tokens are used to convert words to word embed-
dings. They are not updated during training. The
sizes of LSTM hidden states for both word level
and sentence level are 300 for both Allsides and
SemEval dataset. The number of attention head
at both word and sentence levels are set to 4 for
Allsides, while only one head is used for SemEval
due to the limited data size. For the training of
the neural network, we used the Adam optimizer
(Kingma and Ba, 2014) to update the parameters.
On Allsides dataset, 5% of the training data is used
as the validation set. We perform early stopping
using the validation set. However, same as (Jiang
et al., 2019), we use the evaluation part of each
fold for early stopping and model selection. The
learning rate lr is set to 0.001 for all models except
BERT for which 2e − 5 is used. The mini-batch
size is b = 10 for all models except for relation
attention models which can only set b = 8 due to
the size of GPU memory.

4.4 Results

4.4.1 Results on Allsides
We report the micro F1 and macro F1 scores on
test set for Allsides dataset in Table 4. The re-
sults are divided into two groups based on whether
contextualized word representations are used. In
the first group, we have the results of models us-
ing only textual information, which are reported
in (Li and Goldwasser, 2019). Although baseline
models using entity information significantly out-
perform the HLSTM baseline, they are no better
than our MEAN model, indicating these two strate-
gies of using entity embedding is not optimal. Our
MEAN model achieves the best result in terms of
both micro and macro F1 scores no matter whether
contextualized word embeddings are used or not.
This demonstrates our model can use knowledge
encoded in entity embedding as additional con-
text to identify bias expressed in more subtle ways.
Therefore it generates high-quality document rep-
resentation for political perspective prediction. The
gaps between our model and baselines decrease
when contextualized word representations are used

3Please refer to https://github.com/BillMcGrady/MEAN
for data and source code
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since local context is better captured in this setting.
We also observe our MEAN_REL models is not
as good as MEAN_ENT models. This is expected
since we do not have good initialization for the
relation representations. However, it is worth not-
ing that performance of our framework further im-
proves by using ensemble of our MEAN_ENT and
MEAN_REL models for prediction. This demon-
strates that the relation embedding learned does
encode some additional signal for the task.

Model Micro F1 Macro F1
SkipThought † 68.67 -
HLSTM † 74.59 -
HLSTM_Embed 76.45 74.95
HLSTM_Output 76.66 75.39
MEAN_Glove_ENT 78.22 77.19
MEAN_Glove_REL 77.85 76.70
MEAN_Glove_Ensemble 80.56 79.62
HLSTM_ELMo 80.11 79.02
BERT 79.58 77.91
MEAN_ELMo_ENT 80.87 80.00
MEAN_ELMo_REL 79.25 77.93
MEAN_ELMo_Ensemble 82.32 81.30

Table 2: Test Results on Allsides Dataset. † indicates
results reported in (Li and Goldwasser, 2019).

4.4.2 Results on SemEval
The performance of various models on SemEval
dataset can be found in Table 3. Again the results
are grouped based on word representation used.
CNN_Glove and CNN_ELMo are results reported
by the winning team in the SemEval competition.
They proposed an ensemble of multiple CNN mod-
els. Still, our model outperforms the winning team,
showing the advantages of representing text with
respect to different aspects. The other trends hold
as well in SemEval dataset although the margin is
smaller comparing to Allsides. This is partially due
to the limited size of this dataset. Again, although
MEAN_REL does not outperform baselines them-
selves, it helps to achieve the best accuracy score
when combined with MEAN_ENT.

4.4.3 Ablation Study
We show the results for ablations of our
MEAN_Glove_ENT model. The performance
drops slightly when removing entity embedding
at attention computation or not using multi-head
attention. If both entity embedding and multi-
head attention are removed, there is a dramatic
decrease in performance, signaling these two mod-
ules complement each other in this task. Note
that when both entity embedding and multi-head
attention are not used, our model is equivalent

Model Accuracy
CNN_Glove ‡ 79.63
HLSTM 81.58
HLSTM_Embed 81.71
HLSTM_Output 81.25
MEAN_Glove_ENT 82.65
MEAN_Glove_REL 80.78
MEAN_Glove_Ensemble 83.12
CNN_ELMo ‡ 84.04
HLSTM_ELMo 83.28
BERT 83.41
MEAN_ELMo_ENT 84.51
MEAN_ELMo_REL 83.09
MEAN_ELMo_Ensemble 85.22

Table 3: Test Results on SemEval Dataset. ‡ indicates
results reported in (Jiang et al., 2019). Our full model
outperforms the system ranked first in SemEval-2019
Hyperpartisan News Detection Task.

to HLSTM. We attribute the difference in perfor-
mance between our result and that reported in (Li
and Goldwasser, 2019) to random initialization and
hyper-parameters setting.

Model Micro F1 Macro F1
MEAN_Glove_ENT 78.22 77.19
w/o Entity Embedding 76.69 75.03
w/o Multi-head attention 77.82 76.42
w/o Both 73.99 72.47

Table 4: Ablation Study on Allsides Dataset.

4.4.4 Qualitative Results
Sentiment Lemmas for Entities and Relations
To better understand the effectiveness and mean-
ing of the learnt attention scores, we find the most
attended to sentiment lemmas in Allsides dataset
with respect to a certain entity or relation. We cal-
culate the attention given to a token xit by an article
as the sentence attention multiplied by word atten-
tion in the sentence αxit = αi∗αit. We average the
attention given by multiple heads in this evaluation.
To aggregate information better, we lemmatized all
tokens.

Given the lemma attention definition above, we
can compute the attention scores of a lemma across
the dataset with respect to an aspect by averag-
ing the attention score of each occurrence of that
lemma. We extract lemmas with most attention and
filter out neutral ones using the VADER sentiment
lexicon (Hutto and Gilbert, 2014). We present top
five lemmas for some prominent entities and re-
lations between them from Democratic Party and
Republican Party in Table 5. The phrases are se-
lected from articles with left or right bias. There
are several interesting findings from the table:

1. The top lemmas from left and right articles
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Entities/Relations Left Articles Right Articles
Barack Obama admire, motivate, blame, murder, amaze blame, terrorist, admire, like, love
Hillary Clinton brutal, admire, disgusting, promote, disturbing super, lie, hack, destroy, defeat
Bernie Sanders rig, destroy, kill, accuse, dedicated rig, fire, help, win, clear
Donald Trump ugly, fascinate, mislead, damn, scary special, bizarre, suspect, loyal, super
Mitch McConnell special, accuse, argue, regret, criticize like, illegal, best, promised, clear
Mitt Romney illegal, support, entitle, create, interest accuse, illegal, great, support, argue
Donald Trump - Hillary Clinton insult, dam, honest, horrible, amaze hack, positive, warn, great, kill
Donald Trump - Mitch McConnell condemn, respect, scream, tick, love respect, wish, bright, like, happy
Hillary Clinton - Barack Obama relax, respect, benefit, enjoy, compliment innocent, hope, hate, great, super
Hillary Clinton - Bernie Sanders complain, insult, promote, mourn, enjoy destroy, merry, excite, cheat, wrong

Table 5: Top Sentiment Lemmas with Most Attention Scores

Sentence with Attention Human Annotation Entity
President Donald Trump announced Friday a short - term plan that will
reopen the government for three weeks so that border security negotiations
may continue without the devastating effects of the partial government
shutdown .

devastating Donald Trump

Netanyahu , who has a famously frosty relationship with President Obama
, mentions neither Obama nor Republican challenger Mitt Romney , with
whom Netanyahu worked in the mid-1970s at Boston Consulting Group .

famously frosty Barack Obama

In the last few weeks , the fight turned particularly nasty – with Trump
canceling a Democratic congressional trip to Afghanistan after House
Speaker Nancy Pelosi called on Trump to delay his State of the Union
address or submit it in writing .

Whole Sentence Nancy Pelosi

However , Democrats rejected the plan even before Trump announced it , and
a Senate version of the plan failed to get the 60 votes needed on Thursday . However, . . . announced it Democratic Party

Table 6: Comparison between Model Attention and Human Annotation

show different sentiment sometimes but not
always. One cause of this is we do not know
how a sentiment word is used with only un-
igrams. The bias would be totally different
when someone is blamed or blame others for
an event.

2. Different entities may pay attention to the
same lemma since attention in our setting en-
codes “relatedness to bias prediction" instead
of “association to a specific bias". For ex-
ample, the lemma “illegal", which may refer
to the illegal immigrants issue, receives high
attention score with respect to both Mitch Mc-
Connell and Mitt Romney, indicating the opin-
ion expressed toward this topic can reflect the
bias of an article.

3. For relations, the sentiment lemmas reflect
bias. For rivals from different party (e.g. Don-
ald Trump and Hillary Clinton), the negative
sentiment dominates in both sides. However,
the depiction of relationship differs for both
sides for allies. (e.g. Donald Trump and Mitch
McConnell).

Human Annotation Comparison The BASIL
dataset (Fan et al., 2019) has human annotation
of bias spans. It contains 300 articles on 100 events
with 1727 bias spans annotated. On the sentence

level, spans of lexical and informational bias are
identified by annotators by analyzing whether the
text tends to affect a reader’s feeling towards one
of the main entities. We show example sentences
with attention assigned by our model and human
annotated bias span in Table 6.

5 Conclusion

In this work, we propose an entity-centric frame-
work for political perspective detection. Entity and
relation representations learnt from external knowl-
edge source and text corpus are utilized to com-
pute attention at both word and sentence levels. A
document representation with respect to each as-
pect in the article is then generated for prediction.
Empirical experiments on two recent news article
datasets show that our model achieve significantly
better performance in bias detection comparing to
traditional text models and other strategies of incor-
porating entity information.

In fact, relations are highly dependent on indi-
vidual entities. We intend to extend this work to
learn better relation representations given entity
embeddings based on description of entity interac-
tions in text. Moreover, we would like to weigh
the importance of each aspect toward the overall
perspective of an article instead of having all of
them contribute equally to the final prediction.
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Abstract

The explosion of online health news articles
runs the risk of the proliferation of low-quality
information. Within the existing work on fact-
checking, however, relatively little attention
has been paid to medical news. We present
a health news classification task to determine
whether medical news articles satisfy a set of
review criteria deemed important by medical
experts and health care journalists. We present
a dataset of 1,119 health news paired with sys-
tematic reviews. The review criteria consist of
six elements that are essential to the accuracy
of medical news. We then present experiments
comparing the classical token-based approach
with the more recent transformer-based mod-
els. Our results show that detecting qualitative
lapses is a challenging task with direct ramifi-
cations in misinformation, but is an important
direction to pursue beyond assigning True or
False labels to short claims.

1 Introduction

In recent years, health information-seeking behav-
ior (HISB) – which refers to the ways in which in-
dividuals seek information about their health, risks,
illnesses, and health-protective behaviors (Lambert
and Loiselle, 2007; Mills and Todorova, 2016) –
has become increasingly reliant on Online news ar-
ticles (Fox and Duggan, 2013; Medlock et al., 2015;
Basch et al., 2018). Some studies also posit that
with increasing involvement of the news media in
health-related discussions, and direct-to-consumer
campaigns by pharmaceutical companies, people
are turning to the Internet as their first source of
health information, instead of healthcare practition-
ers (Jacobs et al., 2017). This behavior is primarily
driven by the users’ need to gain knowledge (Grif-
fin et al., 1999) about some form of intervention
(e.g., drugs, nutrition, diagnostic and screening
tests, dietary recommendations, psychotherapy).
Furthermore, and perhaps counter-intuitively, infor-
mation seekers seldom spend a lot of time on health

News headline: Experts warn coronavirus is ‘as dangerous
as Ebola’ in shocking new study.
Source: www.express.co.uk/life-style/health/1275700/ebola-
elderly-patients-coronavirus-experts-study-research-death-
figures
Published: Apr 30, 2020 Accessed: March 21, 2021
Cause of misinformation
Comparing numbers from two different contexts: (1) the
hospital fatality rate of COVID-19, and (2) the overall case
fatality rate of Ebola.

Table 1: Medical misinformation due to a lack of un-
derstanding of domain-specific terminology.

websites. Instead, they repeatedly jump between
search engine results and reading health-related
articles (Pang et al., 2014, 2015).

In stark contrast to HISB, there is also grow-
ing lack of trust in the accuracy of health informa-
tion provided on the Internet (Massey, 2016). This
is perhaps to be expected, given how widespread
health-related misinformation has become. For in-
stance, in surveys where expert panels have judged
the accuracy of health news articles, nearly half
were found to be inaccurate (Moynihan et al., 2000;
Yavchitz et al., 2012). Health-related misinforma-
tion, however, is rarely a binary distinction between
true and fake news. In medical news, multiple as-
pects of an intervention are typically presented, and
a loss of nuance or incomplete understanding of
the process of medical research can lead to various
types of qualitative failures, exacerbating misinfor-
mation in this domain.

Recently, news articles citing leading medical
journals have suffered because of this. Table 1
shows an example that was disseminated widely
in the United Kingdom, where technically correct
facts were juxtaposed with misleading contexts –
the case fatality rate of Ebola was incorrectly com-
pared with the hospital fatality rate of COVID-
19 (Winters et al., 2020). Indeed, medical misin-
formation is often a correct fact presented in an in-
correct context (Southwell et al., 2019). Moreover,
health-related articles are also known to present
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(1) Does the story/news release adequately discuss the
costs of the intervention?

(2) Does the story/news release adequately quantify the
benefits of the intervention?

(3) Does the story/news release adequately ex-
plain/quantify the harms of the intervention?

(4) Does the story/news release seem to grasp the quality
of the evidence?

(5) Does the story/news release commit disease-
mongering?

(6a) Does the story use independent sources and identify
conflicts of interest?

(6b) Does the news release identify funding sources & dis-
close conflicts of interest?

(7) Does the story/news release compare the new approach
with existing alternatives?

(8) Does the story/news release establish the availability
of the treatment/test/product/procedure?

(9) Does the story/news release establish the true novelty
of the approach?

(10a) Does the story appear to rely solely or largely on a
news release?

(10b) Does the news release include unjustifiable, sensational
language, including in the quotes of researchers?

Table 2: Review criteria. The ten criteria for public
relations news releases are almost identical to the ones
for news stories (except for 6 and 10).

“disease-mongering”, where a normal state is ex-
aggerated and presented as a condition or a dis-
ease (Wolinsky, 2005).

Given how these issues are specific to medical
misinformation, and how intricately the accuracy
of medical facts is intertwined with the quality of
health care journalism, the imperative to move be-
yond a binary classification of true and fake be-
comes clear. To this end, a set of specific principles
and criteria have been proposed by scientists and
journalists, based largely on the acclaimed work by
Moynihan et al. (2000) and the Statement of Princi-
ples by the Association of Health Care Journalists
(Association of Health Care Journalists, 2007).

We present a dataset (Sec. 2) specifically tailored
for health news, and labeled according to a set
of domain-specific criteria by a multi-disciplinary
team of journalists and health care professionals.
The detailed data annotation was carried out from
2006 to 2018 (Schwitzer, 2006). For each cri-
terion, we present a classification task to deter-
mine whether or not a given news article satisfies it
(Sec. 3), and discuss the results. Finally, we present
relevant prior work (Sec. 4) before concluding.

2 Dataset

Our data is collected from Health News Review
(Schwitzer, 2006)1, which contains systematic re-

1www.healthnewsreview.org/

News headline: Virtual reality to help detect early risk of
Alzheimer’s
Source: www.theguardian.com/society/2018/dec/16/alzheim
ers-dementia-cure-virtual-reality-navigation-skills
Published: Dec 16, 2018 Accessed: April 26, 2021
Criterion labeled “not applicable”: (2) Does the
story adequately quantify the benefits of the treat-
ment/test/product/procedure?

Table 3: Review criteria not applicable. In this exam-
ple, the study being reported has not yet taken place, so
criterion (2) in Table 2 is not germane.

views of 2,616 news stories and 606 public rela-
tions (PR) news releases from a period of 13 years,
from 2006 to 2018. Ten specific and standardized
criteria were used for the reviews. These were
chosen to align with the needs of readers seeking
health information, and are shown in Table 2. The
dataset consists only of articles that discuss a spe-
cific medical intervention, since the review criteria
were deemed by journalists as being generally not
applicable to discussions of multiple interventions
or conditions. Each article is reviewed by two or
three experts from journalism or medicine, and the
results for each criterion include Satisfactory, Not
Satisfactory and Not Applicable. The last label
is reserved for cases where it is impossible or un-
reasonable for an article to address that criterion.
Table 3 illustrates the utility of this label with one
example from the dataset.

Going beyond the reviews themselves, we then
collect the news articles being reviewed from the
original news sites. However, nearly 30% of those
pages have ceased to exist. Further, some articles
could not be retrieved due to paywalls. Multiple
prominent news organizations are featured in this
data, with Fig. 1 showing the distribution over these
organizations (for brevity, we show the top ten
entities, with the tenth being “others”).

Our final dataset comprises 1,119 articles (740
news stories and 379 PR news releases) along with
their criteria-driven reviews. These are maintained
as (n, {ci}) tuples, where n is the news article, and
ci are the review results for each criteria. Since cri-
teria 6 and 10 are slightly different for news stories
and PR releases, we remove these from our empiri-
cal experiments. Further, we also remove criteria
5 and 9, since these require highly topic-specific
medical knowledge. We do this in order to have our
approach reflect the extent of medical knowledge
available to the lay reader, who is unlikely to fully
comprehend the specialized language of medical
research publications (McCray, 2005).
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Number of articles from each source
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Figure 1: Distribution over news organizations.

3 Experiments

We approach the problem as a series of supervised
classification tasks, where the performance is eval-
uated separately for each review criterion. More-
over, since the reviewers use the Not Applicable
label based on additional topic-specific medical
knowledge, we discard the (n, {ci}) tuples where
ci carries this label. This eliminates approximately
2.35% of the total number of tuples in our dataset,
and paves the way for a binary classification task
where each article is deemed satisfactory or not for
the criterion ci. The numbers of remaining news
for each criterion are as shown in below Table 4.

In all experiments, we use 70% of the data for
training. The rest is used as the test set. As a simple
baseline, we use the Zero Rule (also called ZeroR
or 0-R), which uses the base rate and classifies ac-
cording to the prior, always predicting the majority
class. We then experiment with the classical repre-
sentation using TF-IDF feature encoding, as well
as the state-of-the-art transformer-based models.
In both approaches, we use 5-fold cross-validation
during training to select the best hyperparameters
for each model. These are described next.

Number of news
Criteria Training Test Total % of Positive samples

1 651 273 924 20.5
2 774 331 1105 30.9
3 733 309 1042 32.4
4 781 336 1117 34.3
7 745 316 1061 47.8
8 684 288 972 70.3

Table 4: Data distribution across review criteria.
The percentage of positive samples for each criterion
is shown in the last column. Note that the classes are
quite imbalanced for every criteria except 7.
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Figure 2: The distribution of the size of news articles.

3.1 Models

For the feature-based models, we perform some
preprocessing, which consists of removing punctu-
ation, converting the tokens into lowercase, remov-
ing function words, and lemmatization. We use
two supervised learning algorithms: support vec-
tor machines (SVM) and gradient boosting (GB).
As noted in Table 4, our dataset suffers from class
imbalance for every criteria except for one. Thus,
for the remaining five criteria, we use adaptive syn-
thetic sampling, viz., ADASYN (He et al., 2008).
Further, to reduce the high dimensions of the fea-
ture space, we apply the recursive feature elimina-
tion algorithm from Scikit-learn (Buitinck et al.,
2013) with SVM. In this process, the estimator is
trained on the initial set of features, and the impor-
tance of each feature is determined by the weight
coefficient. The least important features are then
pruned. We recursively apply this process by se-
lecting progressively smaller feature sets, until the
300 best features remain.

Next, we use several transformer-based models.
Namely, BERT (Devlin et al., 2019), XLNet (Yang
et al., 2019), RoBERTa (Liu et al., 2019), ALBERT
(Lan et al., 2020), DistilBERT (Sanh et al., 2019)
and Longformer (Beltagy et al., 2020). The maxi-
mum sequence length is set to 512 for every model,
except for Longformer, for which the value is 4,096.
We use random undersampling to mitigate the class
imbalance, since the model’s performance would
otherwise be similar to the Zero Rule baseline.

3.2 Results and discussion

The results of our experiments are shown in Table 5.
As the dataset is imbalanced for all but one crite-
rion, our simple baseline is the Zero Rule instead
of a random baseline. We measure the classifier
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0R SVM SVM∗† GB GB∗ GB∗†
Criteria F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R

1 44.4 39.9 50.0 57.7 73.3 57.0 60.2 70.0 58.8 66.3 76.3 63.6 63.8 70.6 61.8 63.4 71.9 61.3
2 41.2 35.0 50.0 64.4 65.4 63.8 64.2 64.2 64.2 56.7 65.9 57.3 58.5 59.3 58.2 60.9 60.9 60.8
3 40.1 33.5 50.0 57.2 57.4 57.0 57.9 58.0 57.8 61.0 63.3 60.7 65.4 68.9 64.5 67.4 67.9 67.0
4 39.8 33.2 50.0 60.1 61.0 59.8 60.7 61.2 60.4 53.8 55.8 54.3 61.1 63.5 60.7 68.1 69.1 67.5
7 34.0 25.8 50.0 55.0 55.0 55.2 55.7 55.7 55.7 58.4 59.3 58.8 - - - 53.4 53.6 53.6
8 42.4 36.8 50.0 52.1 56.3 53.2 54.3 55.8 54.2 50.8 51.5 51.1 51.9 52.1 51.9 56.1 56.0 56.8

BERT ALBERT XLNet RoBERTa DistilBERT Longformer
Criteria F1 P R F1 P R F1 P R F1 P R F1 P R F1 P R

1 55.6 55.4 56.4 57.2 59.1 63.9 63.6 62.8 65.8 62.6 62.7 68.4 62.8 63.0 69.1 62.8 62.2 66.4
2 48.5 55.7 56.1 52.0 52.4 52.7 60.9 60.7 62.0 60.8 61.0 62.7 54.6 56.4 57.6 62.2 62.3 64.2
3 58.2 58.1 58.3 55.4 55.5 55.5 55.9 56.1 56.6 59.4 59.3 60.0 53.1 57.9 54.4 63.8 63.8 65.4
4 40.7 58.2 50.2 49.8 54.0 54.0 47.6 57.0 56.1 56.1 58.2 59.2 55.6 57.0 57.9 50.2 52.4 52.7
7 61.2 62.8 62.1 40.2 58.1 52.0 48.4 55.9 53.4 62.3 62.7 62.6 57.4 57.5 57.4 56.8 60.0 58.8
8 54.7 57.6 59.7 55.8 56.1 55.6 54.6 54.7 55.3 58.8 61.1 64.3 55.5 57.6 59.9 53.5 58.7 54.3

Table 5: Experiment results. Models trained with oversampled data are marked with *. Models for which feature
selection was performed are marked with †. For criterion 7 (see Tables 2 and 4), oversampling was not performed.

performances using macro-average of precision,
recall, and F1-score.

Gradient boosting achieves better performance
on criteria 1, 3, 4, and 8. Also, the introduction
of oversampling and feature selection increases
the model performance for some criteria but not
uniformly across the board.

The feature-based models outperform the
transformer-based models in the first four crite-
ria. We suspect this is mainly due to the size of
the dataset after undersampling. We also check the
number of words for the news collected (Fig 2), and
more than half of which have more than 512 words.
However, the Longformer model with maximum se-
quence length 4,096 does not achieve significantly
better performance than other transformer-based
models. The reason might be the “inverted pyramid”
structure of news articles, which places essential
information in the lead paragraph (Pöttker, 2003).
We also notice that the first four criteria are more
specific than the rest. For example, the first cri-
terion is about the cost of the intervention, which
could be answered by token-level searching. It is
still a challenging task, however, given that even
human readers find it difficult to follow the review
criteria without expert training.

4 Related Work

For many years now, concerns have been raised
about medical misinformation in the coverage by
news media (Moynihan et al., 2000; Ioannidis,
2005). Moynihan et al. studied 207 news stories
about the benefits and risks of three medications to
prevent major diseases, and found that 40% of the

news did not report benefits quantitatively while
only 47% mentioned potential harms.

Various tasks and approaches have been for-
mulated (Thorne and Vlachos, 2018) for fact-
checking information. Multiple datasets have also
been put forth. Ferreira and Vlachos (Ferreira
and Vlachos, 2016) released a collection of 300
claims with corresponding news. This dataset
was later significantly enlarged in the fake news
challenge (Pomerleau and Rao, 2017). At a simi-
larly large scale, Wang introduced a dataset com-
prising 12.8K manually labeled statements from
POLITIFACT.COM and treated it as a text classi-
fication task. A large body of work, however, has
dealt with fact-checking of short claims, both for
fact-checking (Hassan et al., 2017) as well as for
identifying what to check (Nakov et al., 2018).

Furthermore, a vast majority of prior work was
on political news, while medical misinformation re-
mained relatively neglected until its impact was un-
derscored by the COVID-19 pandemic (e.g., Hos-
sain et al. (2020); Serrano et al. (2020), among
others). This body of work, however, continues to
assign true/false labels or binary stance labels to
short claims. In contrast, our work analyzes long
articles and identifies whether or not they satisfy
various qualitative criteria specifically important
to medical news, as determined by journalists and
health care professionals.

5 Conclusion

We present a first empirical analysis of qualita-
tive reviews of medical news, since the traditional
true/fake dichotomy does not adequately capture
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the nuanced world of medical misinformation. To
this end, we collect a dataset of medical news along
with their detailed reviews based on multiple crite-
ria. The novelty of this work lies in highlighting
the importance of a deeper review and analysis of
medical news to understand misinformation in this
domain. For example, misinformation may easily
be caused by the use of sensational language, or
disease-mongering, or not disclosing a conflict of
interest (all of which are criteria used in this work).

Our results show that this is a challenging task.
The data reveals that for most of the criteria, less
than half of the news articles are satisfactory. The
commonly perceived notion of reputation notwith-
standing, several articles from well-known sources
(such as the ones shown in Fig. 1) also fall short of
these qualitative benchmarks set by domain experts.
This presents a clear data-driven picture of how the
qualitative aspects of misinformation defy our ex-
pectations. We have presented a first step in this
direction, and our hope is that this work leads to
collaborative creation of similar datasets at larger
scale by computer scientists and journalists, and in
multiple domains even outside of health care.
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Abstract
We present the results and the main findings
of the NLP4IF-2021 shared tasks. Task 1 fo-
cused on fighting the COVID-19 infodemic in
social media, and it was offered in Arabic, Bul-
garian, and English. Given a tweet, it asked to
predict whether that tweet contains a verifiable
claim, and if so, whether it is likely to be false,
is of general interest, is likely to be harmful,
and is worthy of manual fact-checking; also,
whether it is harmful to society, and whether it
requires the attention of policy makers. Task 2
focused on censorship detection, and was of-
fered in Chinese. A total of ten teams submit-
ted systems for task 1, and one team partici-
pated in task 2; nine teams also submitted a
system description paper. Here, we present the
tasks, analyze the results, and discuss the sys-
tem submissions and the methods they used.
Most submissions achieved sizable improve-
ments over several baselines, and the best sys-
tems used pre-trained Transformers and en-
sembles. The data, the scorers and the leader-
boards for the tasks are available at http://
gitlab.com/NLP4IF/nlp4if-2021.

1 Introduction

Social media have become a major communication
channel, enabling fast dissemination and consump-
tion of information. A lot of this information is
true and shared in good intention; however, some is
false and potentially harmful. While the so-called
“fake news” is not a new phenomenon, e.g., the
term was coined five years ago, the COVID-19
pandemic has given rise to the first global social
media infodemic. The infodemic has elevated the
problem to a whole new level, which goes beyond
spreading fake news, rumors, and conspiracy the-
ories, and extends to promoting fake cure, panic,
racism, xenophobia, and mistrust in the authorities,
among others. Identifying such false and poten-
tially malicious information in tweets is important
to journalists, fact-checkers, policy makers, govern-
ment entities, social media platforms, and society.

A number of initiatives have been launched to
fight this infodemic, e.g., by building and analyzing
large collections of tweets, their content, source,
propagators, and spread (Leng et al., 2021; Med-
ford et al., 2020; Mourad et al., 2020; Karami
et al., 2021). Yet, these efforts typically focus on
a specific aspect, rather than studying the problem
from a holistic perspective. Here we aim to bridge
this gap by introducing a task that asks to predict
whether a tweet contains a verifiable claim, and
if so, whether it is likely to be false, is of general
interest, is likely to be harmful, and is worthy of
manual fact-checking; also, whether it is harmful to
society, and whether it requires the attention of pol-
icy makers. The task follows an annotation schema
proposed in (Alam et al., 2020, 2021b).

While the COVID-19 infodemic is characterized
by insufficient attention paid to the problem, there
are also examples of the opposite: tight control over
information. In particular, freedom of expression
in social media has been supercharged by a new
and more effective form of digital authoritarian-
ism. Political censorship exists in many countries,
whose governments attempt to conceal or to ma-
nipulate information to make sure their citizens are
unable to read or to express views that are contrary
to those of people in power. One such example
is Sina Weibo, a Chinese microblogging website
with over 500 million monthly active users, which
sets strict control over its content using a variety of
strategies to target censorable posts, ranging from
keyword list filtering to individual user monitor-
ing: among all posts that are eventually censored,
nearly 30% are removed within 5–30 minutes, and
for 90% this is done within 24 hours (Zhu et al.,
2013). We hypothesize that the former is done
automatically, while the latter involves human cen-
sors. Thus, we propose a shared task that aims to
study the potential for automatic sensorship, which
asks participating systems to predict whether a Sina
Weibo post will be censored.
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2 Related Work

In this section, we discuss studies relevant to the
COVID-19 infodemic and to censorship detection.

2.1 COVID-19 Infodemic

Disinformation, misinformation, and “fake news”
thrive in social media. Lazer et al. (2018) and
Vosoughi et al. (2018) in Science provided a gen-
eral discussion on the science of “fake news” and
the process of proliferation of true and false news
online. There have also been several interesting
surveys, e.g., Shu et al. (2017) studied how infor-
mation is disseminated and consumed in social
media. Another survey by Thorne and Vlachos
(2018) took a fact-checking perspective on “fake
news” and related problems. Yet another survey
(Li et al., 2016) covered truth discovery in gen-
eral. Some very recent surveys focused on stance
for misinformation and disinformation detection
(Hardalov et al., 2021), on automatic fact-checking
to assist human fact-checkers (Nakov et al., 2021a),
on predicting the factuality and the bias of entire
news outlets (Nakov et al., 2021c), on multimodal
disinformation detection (Alam et al., 2021a), and
on abusive language in social media (Nakov et al.,
2021b).

A number of Twitter datasets have been devel-
oped to address the COVID-19 infodemic. Some
are without labels, other use distant supervision,
and very few are manually annotated. Cinelli
et al. (2020) studied COVID-19 rumor amplifica-
tion in five social media platforms; their data was
labeled using distant supervision. Other datasets in-
clude a multi-lingual dataset of 123M tweets (Chen
et al., 2020), another one of 383M tweets (Banda
et al., 2020), a billion-scale dataset of 65 languages
and 32M geo-tagged tweets (Abdul-Mageed et al.,
2021), and the GeoCoV19 dataset, consisting of
524M multilingual tweets, including 491M with
GPS coordinates (Qazi et al., 2020). There are also
Arabic datasets, both with (Haouari et al., 2021;
Mubarak and Hassan, 2021) and without manual
annotations (Alqurashi et al., 2020). We are not
aware of Bulgarian datasets.

Zhou et al. (2020) created the ReCOVery dataset,
which combines 2,000 news articles about COVID-
19, annotated for their factuality, with 140,820
tweets. Vidgen et al. (2020) studied COVID-19
prejudices using a manually labeled dataset of 20K
tweets with the following labels: hostile, criticism,
prejudice, and neutral.

Song et al. (2021) collected a dataset of false and
misleading claims about COVID-19 from IFCN
Poynter, which they manually annotated with the
following ten disinformation-related categories:
(1) Public authority, (2) Community spread and
impact, (3) Medical advice, self-treatments, and
virus effects, (4) Prominent actors, (5) Conspira-
cies, (6) Virus transmission, (7) Virus origins and
properties, (8) Public reaction, and (9) Vaccines,
medical treatments, and tests, and (10) Cannot de-
termine.

Another related dataset study by (Pulido et al.,
2020) analyzed 1,000 tweets and categorized them
based on factuality into the following categories:
(i) False information, (ii) Science-based evidence,
(iii) Fact-checking tweets, (iv) Mixed information,
(v) Facts, (vi) Other, and (vii) Not valid. Ding
et al. (2020) have a position paper discussing the
challenges in combating the COVID-19 infodemic
in terms of data, tools, and ethics. Hossain et al.
(2020) developed the COVIDLies dataset by match-
ing a known misconceptions with tweets, and man-
ually annotated the tweets with stance: whether the
target tweet agrees, disagrees, or has no position
with respect to a known misconception. Finally,
(Shuja et al., 2020) provided a comprehensive sur-
vey categorizing the COVID-19 literature into four
groups: diagonisis related, transmission and mo-
bility, social media analysis, and knowledge-based
approaches.

The most relevant previous work is (Alam et al.,
2021b, 2020), where tweets about COVID-19 in
Arabic and English were annotated based on an
annotation schema of seven questions. Here, we
adopt the same schema (but with binary labels
only), but we have a larger dataset for Arabic and
English, and we further add an additional language:
Bulgarian.

2.2 Censorship Detection

There has been a lot of research aiming at de-
veloping strategies to detect and to evade censor-
ship. Most work has focused on exploiting techno-
logical limitations with existing routing protocols
(Leberknight et al., 2012; Katti et al., 2005; Levin
et al., 2015; Weinberg et al., 2012; Bock et al.,
2020). Research that pays more attention to the
linguistic properties of online censorship in the
context of censorship evasion includes Safaka et al.
(2016), who applied linguistic steganography to
circumvent censorship.
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Other related work is that of Lee (2016), who
used parodic satire to bypass censorship in China
and claimed that this stylistic device delays and
often evades censorship. Hiruncharoenvate et al.
(2015) showed that the use of homophones of cen-
sored keywords on Sina Weibo could help extend
the time for which a Weibo post could remain avail-
able online. All these methods require significant
human effort to interpret and to annotate texts to
evaluate the likelihood of censorship, which might
not be practical to carry out for common Internet
users in real life.

King et al. (2013) in turn studied the relation-
ship between political criticism and the chance
of censorship. They came to the conclusion that
posts that have a Collective Action Potential get
deleted by the censors even if they support the state.
Zhang and Pan (2019) introduced a system, Col-
lective Action from Social Media (CASM), which
uses convolutional neural networks on image data
and recurrent neural networks with long short-term
memory on text data in a two-stage classifier to
identify social media posts about offline collective
action. Zhang and Pan (2019) found that despite
online censorship in China suppressing the discus-
sion of collective action in social media, censor-
ship does not have a large impact on the number of
collective action posts identified through CASM-
China. Zhang and Pan (2019) claimed that the
system would miss collective action taking place in
ethnic minority regions, such as Tibet and Xinjiang,
where social media penetration is lower and more
stringent Internet control is in place, e.g., Internet
blackouts.

Finally, there has been research that uses linguis-
tic and content clues to detect censorship. Knockel
et al. (2015) and Zhu et al. (2013) proposed de-
tection mechanisms to categorize censored content
and to automatically learn keywords that get cen-
sored. Bamman et al. (2012) uncovered a set of
politically sensitive keywords and found that the
presence of some of them in a Weibo blogpost con-
tributed to a higher chance of the post being cen-
sored. Ng et al. (2018b) also targeted a set of topics
that had been suggested to be sensitive, but unlike
Bamman et al. (2012), they covered areas not lim-
ited to politics. Ng et al. (2018b), Ng et al. (2019),
and Ng et al. (2020) investigated how the textual
content might be relevant to censorship decisions
when both censored and uncensored blogposts in-
clude the same sensitive keyword(s).

3 Tasks

Below, we describe the two tasks: their setup and
their corresponding datasets.

3.1 Task 1: COVID-19 Infodemic
Task Setup: The task asks to predict several bi-
nary properties for an input tweet about COVID-19.
These properties are formulated in seven questions
as briefly discussed below:

1. Verifiable Factual Claim: Does the tweet con-
tain a verifiable factual claim? A verifiable fac-
tual claim is a statement that something is true,
and this can be verified using factual, verifiable
information such as statistics, specific examples,
or personal testimony. Following (Konstanti-
novskiy et al., 2018), factual claims could be
(a) stating a definition, (b) mentioning a quan-
tity in the present or in the past, (c) making a
verifiable prediction about the future, (d) refer-
ence laws, procedures, and rules of operation,
and (e) reference images or videos (e.g., “This is
a video showing a hospital in Spain.”), (f) imply-
ing correlation or causation (such correlation/-
causation needs to be explicit).

2. False Information: To what extent does the
tweet appear to contain false information? This
annotation determines how likely the tweet is to
contain false information without fact-checking
it, but looking at things like its style, metadata,
and the credibility of the sources cited, etc.

3. Interesting for the General Public: Will the
tweet have an impact on or be of interest to the
general public? In general, claims about topics
such as healthcare, political news and findings,
and current events are of higher interest to the
general public. Not all claims should be fact-
checked, for example “The sky is blue.”, albeit
being a claim, is not interesting to the general
public and thus should not be fact-checked.

4. Harmfulness: To what extent is
the tweet harmful to the society/per-
son(s)/company(s)/product(s)? The purpose of
this question is to determine whether the content
of the tweet aims to and can negatively affect
the society as a whole, a specific person(s),
a company(s), a product(s), or could spread
rumors about them.1

1A rumor is a form of a statement whose veracity is not
quickly or ever confirmed.
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Train Dev Test Total

Arabic 520 2,536 1,000 4,056
Bulgarian 3,000 350 357 3,707
English 867 53 418 1,338

Table 1: Task 1: Statistics about the dataset.

5. Need to Fact-Check: Do you think that a pro-
fessional fact-checker should verify the claim in
the tweet? Not all factual claims are important
or worth fact-checking by a professional fact-
checker as this is a time-consuming process. For
example, claims that could be fact-checked with
a very simple search on the Internet probably
do not need the attention of a professional fact-
checker.

6. Harmful to Society: Is the tweet harmful for
the society? The purpose of this question is to
judge whether the content of the tweet is could
be potentially harmful for the society, e.g., by
being weaponized to mislead a large number of
people. For example, a tweet might not be harm-
ful because it is a joke, or it might be harmful
because it spreads panic, rumors or conspiracy
theories, promotes bad cures, or is xenophobic,
racist, or hateful.

7. Requires Attention: Do you think that this
tweet should get the attention of government
entities? A variety of tweets might end up in
this category, e.g., such blaming the authorities,
calling for action, offering advice, discussing
actions taken or possible cures, asking impor-
tant questions (e.g., “Will COVID-19 disappear
in the summer?”), etc.

Data: For this task, the dataset covers three dif-
ferent languages (Arabic, Bulgarian, and English),
annotated with yes/no answers to the above ques-
tions. More details about the data collection and
the annotation process, as well as statistics about
the corpus can be found in (Alam et al., 2021b,
2020), where an earlier (and much smaller) version
of the corpus is described. We annotated additional
tweets for Arabic and Bulgarian for the shared task
using the same annotation schema. Table 1 shows
the distribution of the examples in the training, de-
velopment and test sets for the three languages.
Note that, we have more data for Arabic and Bul-
garian than for English.

Train Dev Test Total

censored 762 93 98 953
uncensored 750 96 91 937
Total 1,512 189 189 1,890

Table 2: Task 2: Statistics about the dataset.

3.2 Task 2: Censorship Detection

Task Setup: For this task, we deal with a partic-
ular type of censorship – when a post gets removed
from a social media platform semi-automatically
based on its content. The goal is to predict which
posts on Sina Weibo, a Chinese microblogging
platform, will get removed from the platform, and
which posts will remain on the website.

Data: Tracking censorship topics on Sina Weibo
is a challenging task due to the transient nature of
censored posts and the scarcity of censored data
from well-known sources such as FreeWeibo2 and
WeiboScope3. The most straightforward way to col-
lect data from a social media platform is to make
use of its API. However, Sina Weibo imposes var-
ious restrictions on the use of its API4 such as
restricted access to certain endpoints and restricted
number of posts returned per request. Above all,
their API does not provide any endpoint that al-
lows easy and efficient collection of the target data
(posts that contain sensitive keywords). Therefore,
Ng et al. (2019) and Ng et al. (2020) developed
an alternative method to track censorship for our
purposes. The reader is referred to the original
articles to learn more details about the data collec-
tion. In a nutshell, the dataset contains censored
and uncensored tweets, and it includes no images,
no hyperlinks, no re-blogged content, and no dupli-
cates.

For the present shared task 2, we use the bal-
anced dataset described in (Ng et al., 2020) and
(Ng et al., 2019). The data is collected across ten
topics for a period of four months: from August 29,
2018 till December 29, 2018. Table 2 summarizes
the datasets in terms of number of censored and un-
censored tweets in the training, development, and
testing sets, while Table 3 shows the main topics
covered by the dataset.

2http://freeweibo.com
3http://weiboscope.jmsc.hku.hk
4http://open.weibo.com/wiki/API文档/en
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Topic Censored Uncensored

cultural revolution 55 60
human rights 53 67
family planning 15 25
censorship & propaganda 32 54
democracy 119 107
patriotism 70 105
China 186 194
Trump 320 244
Meng Wanzhou 55 76
kindergarten abuse 48 5

Total 953 937

Table 3: Task 2: Topics featured in the dataset.

4 Task Organization

In this section, we describe the overall task organi-
zation, phases, and evaluation measures.

4.1 Task Phases

We ran the shared tasks in two phases:

Development Phase In the first phase, only train-
ing and development data were made available, and
no gold labels were provided for the latter. The par-
ticipants competed against each other to achieve
the best performance on the development set.

Test Phase In the second phase, the test set (unla-
beled input only) was released, and the participants
were given a few days to submit their predictions.

4.2 Evaluation Measures

The official evaluation measure for task 1 was the
average of the weighted F1 scores for each of the
seven questions; for task 2, it was accuracy.

5 Evaluation Results for Task 1

Below, we describe the baselines, the evaluation
results, and the best systems for each language.

5.1 Baselines

The baselines for Task 1 are (i) majority class,
(ii) ngram, and (iii) random. The performance of
these baselines on the official test set is shown in
Tables 4, 5, and 6.

5.2 Results and Best Systems

The results on the official test set for English, Ara-
bic, and Bulgarian are reported in Tables 4, 5, and
6, respectively. We can see that most participants
managed to beat all baselines by a margin.

Below, we give a brief summary of the best per-
forming systems for each language.

The English Winner: Team TOKOFOU (Tzi-
afas et al., 2021) performed best for English. They
gathered six BERT-based models pre-trained in rel-
evant domains (e.g., Twitter and COVID-themed
data) or fine-tuned on tasks, similar to the shared
task’s topic (e.g., hate speech and sarcasm detec-
tion). They fine-tuned each of these models on the
task 1 training data, projecting a label from the se-
quence classification token for each of the seven
questions in parallel. After model selection on
the basis of development set F1 performance, they
combined the models in a majority-class ensemble.

The Arabic Winner: Team R00 had the best
performing system for Arabic. They used an en-
semble of the follwoing fine-tuned Arabic trans-
formers: AraBERT (Antoun et al., 2020), Asafaya-
BERT (Safaya et al., 2020), ARBERT. In addition,
they also experimented with MARBERT (Abdul-
Mageed et al., 2020).

The Bulgarian Winner: We did not receive a
submission for the best performing team for Bul-
garian. The second best team, HunterSpeech-
Lab (Panda and Levitan, 2021), explored the cross-
lingual generalization ability of multitask mod-
els trained from scratch (logistic regression, trans-
former encoder) and pre-trained models (English
BERT, and mBERT) for deception detection.

5.3 Summary of All Systems
DamascusTeam (Hussein et al., 2021) used a
two-step pipeline, where the first step involves a
series of pre-processing procedures to transform
Twitter jargon, including emojis and emoticons,
into plain text. In the second step, a version of
AraBERT is fine-tuned and used to classify the
tweets. Their system was ranked 5th for Arabic.

Team dunder_mifflin (Suhane and Kowshik,
2021) built a multi-output model using task-wise
multi-head attention for inter-task information ag-
gregation. This was built on top of the represen-
tations obtained from RoBERTa. To tackle the
small size of the dataset, they used back-translation
for data augmentation. Their loss function was
weighted for each output, in accordance with the
distribution of the labels for that output. They were
the runners-up in the English subtask with a mean
F1-score of 0.891 on the test set, without the use of
any task-specific embeddings or ensembles.
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Rank Team F1 P R Q1 Q2 Q3 Q4 Q5 Q6 Q7

1 TOKOFOU 0.897 0.907 0.896 0.835 0.913 0.978 0.873 0.882 0.908 0.889
2 dunder_mifflin 0.891 0.907 0.878 0.807 0.923 0.966 0.868 0.852 0.940 0.884
3 NARNIA 0.881 0.900 0.879 0.831 0.925 0.976 0.822 0.854 0.909 0.849
4 InfoMiner 0.864 0.897 0.848 0.819 0.886 0.946 0.841 0.803 0.884 0.867
5 advex 0.858 0.882 0.864 0.784 0.927 0.987 0.858 0.703 0.878 0.866
6 LangResearchLabNC 0.856 0.909 0.827 0.842 0.873 0.914 0.829 0.792 0.894 0.849

majority_baseline 0.830 0.786 0.883 0.612 0.927 1.000 0.770 0.807 0.873 0.821
ngram_baseline 0.828 0.819 0.868 0.647 0.904 0.992 0.761 0.800 0.873 0.821

7 HunterSpeechLab 0.736 0.874 0.684 0.738 0.822 0.824 0.744 0.426 0.878 0.720
8 spotlight 0.729 0.907 0.676 0.813 0.822 0.217 0.764 0.701 0.905 0.877

random_baseline 0.496 0.797 0.389 0.552 0.480 0.457 0.473 0.423 0.563 0.526

Table 4: Task 1, English: Evaluation results. For Q1 to Q7, the results are in terms of weighted F1 score.

Rank Team F1 P R Q1 Q2 Q3 Q4 Q5 Q6 Q7

1 R00 0.781 0.842 0.763 0.843 0.762 0.890 0.799 0.596 0.912 0.663
∗ iCompass 0.748 0.784 0.737 0.797 0.746 0.881 0.796 0.544 0.885 0.585
2 HunterSpeechLab 0.741 0.804 0.700 0.797 0.729 0.878 0.731 0.500 0.861 0.690
3 advex 0.728 0.809 0.753 0.788 0.821 0.981 0.859 0.573 0.866 0.205
4 InfoMiner 0.707 0.837 0.639 0.852 0.704 0.774 0.743 0.593 0.698 0.588

ngram_baseline 0.697 0.741 0.716 0.410 0.762 0.950 0.767 0.553 0.856 0.579
5 DamascusTeam 0.664 0.783 0.677 0.169 0.754 0.915 0.783 0.583 0.857 0.589

majority_baseline 0.663 0.608 0.751 0.152 0.786 0.981 0.814 0.475 0.857 0.579
6 spotlight 0.661 0.805 0.632 0.843 0.703 0.792 0.647 0.194 0.828 0.620

random_baseline 0.496 0.719 0.412 0.510 0.444 0.487 0.442 0.476 0.584 0.533

Table 5: Task 1, Arabic: Evaluation results. For Q1 to Q7, the results are in terms of weighted F1 score (The team
iCompass submitted their system after the deadline, and thus we rank them with a ∗).

Rank Team F1 P R Q1 Q2 Q3 Q4 Q5 Q6 Q7

1 advex 0.837 0.860 0.861 0.887 0.955 0.980 0.834 0.819 0.678 0.706
2 HunterSpeechLab 0.817 0.819 0.837 0.937 0.943 0.968 0.835 0.748 0.605 0.686

majority_baseline 0.792 0.742 0.855 0.876 0.951 0.986 0.822 0.672 0.606 0.630
ngram_baseline 0.778 0.790 0.808 0.909 0.919 0.949 0.803 0.631 0.606 0.630

3 spotlight 0.686 0.844 0.648 0.832 0.926 0.336 0.669 0.687 0.650 0.700
4 InfoMiner 0.578 0.826 0.505 0.786 0.749 0.419 0.599 0.556 0.303 0.631

random_baseline 0.496 0.768 0.400 0.594 0.502 0.470 0.480 0.399 0.498 0.528

Table 6: Task 1, Bulgarian: Evaluation results. For Q1 to Q7 results are in terms of weighted F1 score.

Team HunterSpeechLab (Panda and Levitan,
2021) participated in all three languages. They
explored the cross-lingual generalization ability
of multitask models trained from scratch (logistic
regression, transformers) and pre-trained models
(English BERT, mBERT) for deception detection.
They were 2nd for Arabic and Bulgarian.

Team iCompass (Henia and Haddad, 2021) had
a late submission for Arabic, and would have
ranked 2nd. They used contextualized text repre-
sentations from ARBERT, MARBERT, AraBERT,
Arabic ALBERT and BERT-base-arabic, which
they fine-tuned on the training data for task 1. They
found that BERT-base-arabic performed best.
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Team InfoMiner (Uyangodage et al., 2021) par-
ticipated in all three subtasks, and were ranked 4th
on all three. They used pre-trained transformer
models, specifically BERT-base-cased, RoBERTa-
base, BERT-multilingual-cased, and AraBERT.
They optimized these transformer models for each
question separately and used undersampling to deal
with the fact that the data is imbalanced.

Team NARNIA (Kumar et al., 2021) experi-
mented with a number of Deep Learning mod-
els, including different word embeddings such as
Glove and ELMo, among others. They found that
the BERTweet model achieved the best overall F1-
score of 0.881, securing them the third place on the
English subtask.

Team R00 (Qarqaz et al., 2021) had the best
performing system for the Arabic subtask. They
used an ensemble of neural networks combining a
linear layer on top of one out of the following four
pre-trained Arabic language models: AraBERT,
Asafaya-BERT, ARBERT. In addition, they also
experimented with MARBERT.

Team TOKOFOU (Tziafas et al., 2021) par-
ticipated in English only and theirs was the win-
ning system for that language. They gathered
six BERT-based models pre-trained in relevant do-
mains (e.g., Twitter and COVID-themed data) or
fine-tuned on tasks, similar to the shared task’s
topic (e.g., hate speech and sarcasm detection).
They fine-tuned each of these models on the task 1
training data, projecting a label from the sequence
classification token for each of the seven questions
in parallel. After carrying out model selection on
the basis of the F1 score on the development set,
they combined the models in a majority-class en-
semble in order to counteract the small size of the
dataset and to ensure robustness.

5.4 Summary of the Approaches

Tables 7, 8 and 9 offer a high-level comparison of
the approaches taken by the participating systems
for English, Arabic and Bulgarian, respectively
(unfortunately, in these comparisons, we miss two
systems, which did not submit a system description
paper). We can see that across all languages, the
participants have used transformer-based models,
monolingual or multilingual. In terms of models,
SVM and logistic regression were used. Some
teams also used ensembles and data augmentation.
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Table 7: Task 1: Overview of the approaches used by
the participating systems for English. �=part of the
official submission; Ë=considered in internal experi-
ments; Trans. is for Transformers; Repres. is for Rep-
resentations. References to system description papers
are shown below the table.
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Table 8: Task 1: Overview of the approaches used by
the participating systems for Arabic.
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Table 9: Task 1: Overview of the approaches used by
the participating systems for Bulgarian.
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Team P R F1 A

NITK_NLP
c: 0.69
u: 0.61

c: 0.56
u: 0.73

c: 0.62
u: 0.66

0.64

Baseline from (Ng et al., 2020)
c: 0.82
u: 0.76

c: 0.79
u: 0.79

c: 0.80
u: 0.77

0.80

Majority baseline 0.50
Human baseline (Ng et al., 2020) 0.24

Table 10: Task 2: the NITK_NLP team’s results. Here: c is censored and u is uncensored.

6 Evaluation Results for Task 2

Below, we report the results for the baselines and
for the participating system.

6.1 Baselines

For task 2, we have three baselines as shown in Ta-
ble 10: a majority class baseline, as before, and two
additional baselines described in (Ng et al., 2020).
The first additional baseline is a human baseline
based on crowdsourcing. The second additional
baseline is a multilayer perceptron (MLP) using
linguistic features as well as such measuring the
complexity of the text, e.g., in terms of its readabil-
ity, ambiguity, and idiomaticity. These features are
motivated by observations that censored texts are
typically more negative, more idiomatic, contain
more content words and more complex semantic
categories. Moreover, censored tweets use more
verbs, which indirectly points to the Collective Ac-
tion Potential. In contrast, uncensored posts are
generally more positive, and contain words related
to leisure, reward, and money.

6.2 Results

Due to the unorthodox application, and perhaps to
the sensitivity of the data, task 2 received only one
submission: from team NITK_NLP. The team used
a pre-trained XLNet-based Chinese model by Cui
et al. (2020), which they fine-tuned for 20 epochs,
using the Adam optimizer. The evaluation results
for that system are shown in Table 10. We can see
that while the system outperformed both the human
baseline and the majority class baseline by a large
margin, it could not beat the MLP baseline. This
suggests that capturing the linguistic fingerprints
of censorship might indeed be important, and thus
probably should be considered, e.g., in combina-
tion with deep contextualized representations from
transformers (Ng et al., 2018a, 2019, 2020).

7 Conclusion and Future Work

We have presented the NLP4IF-2021 shared tasks
on fighting the COVID-19 infodemic in social me-
dia (offered in Arabic, Bulgarian, and English) and
on censorship detection (offered in Chinese).

In future work, we plan to extend the dataset to
cover more examples, e.g., from more recent peri-
ods when the attention has shifted from COVID-19
in general to vaccines. We further plan to develop
similar datasets for other languages.

Ethical Considerations

While our datasets do not contain personally iden-
tifiable information, creating systems for our tasks
could face a “dual-use dilemma,” as they could be
misused by malicious actors. Yet, we believe that
the need for replicable and transparent research
outweigh concerns about dual-use in our case.
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Abstract 

In the modern era of computing, the news 

ecosystem has transformed from old 

traditional print media to social media 

outlets. Social media platforms allow us to 

consume news much faster, with less 

restricted editing results in the spread of 

infodemic misinformation at an incredible 

pace and scale. Consequently, the research 

on the infodemic of the post’s 

misinformation is becoming more 

important than ever before. In this paper, 

we present our approach using AraBERT 

(Transformer-based Model for Arabic 

Language Understanding) to predict 7 

binary properties of an Arabic tweet about 

COVID-19. To train our classification 

models, we use the dataset provided by 

NLP4IF 2021. We ranked 5th in the 

Fighting the COVID-19 Infodemic task 

results with an F1  of 0.664. 

1 Introduction 

In the past few years, various social media 

platforms such as Twitter, Facebook, Instagram, 

etc. have become very popular since they facilitate 

the easy acquisition of information and provide a 

quick platform for information sharing (Vicario et 

al., 2016; Kumar et al., 2018). The work presented 

in this paper primarily focuses on Twitter. Twitter 

is a micro-blogging web service with over 330 

million Active Twitter Users per month, and has 

gained popularity as a major news source and 

information dissemination agent over the last 

years. Twitter provides the ground information and 

helps in reaching out to people in need, thus it plays 

an important role in aiding crisis management 

teams as the researchers have shown (Ntalla et al., 

2015). The availability of unauthentic data on 

social media platforms has gained massive 

attention among researchers and become a hot-spot 

for sharing misinformation (Gorrell et al., 2019; 

Vosoughi et al., 2017). Infodemic misinformation 

has been an important issue due to its tremendous 

negative impact (Gorrell et al., 2019; Vosoughi et 

al., 2017; Zhou et al., 2018), it has increased 

attention among researchers, journalists, politicians 

and the general public. In the context of writing 

style, misinformation is written or published with 

the intent to mislead the people and to damage the 

image of an agency, entity, person, either for 

financial or political benefits (Zhou et al., 2018; 

Ghosh et al., 2018; Ruchansky et al., 2017; Shu et 

al., 2020).  

This paper is organized as follows: Section 2 
describes the related work in this domain; Section 

3 gives our methodology in detail; Section 4 

discusses the evaluation of our proposed solution 

and finally, the last section gives the conclusion and 
describes future works. 

2 Related Works 

There are various techniques used to solve the 

problem of infodemic misinformation on Online 

Social Media, especially in English content. This 

section briefly summarizes the work in this field. 
Allcott et al. (2017) have focused on a quantitative 

report to understand the impact of misinformation 

on social media in the 2016 U.S. Presidential 
General Election and its effect upon U.S. voters. 
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Authors have investigated the authentic and 

unauthentic URLs related to misinformation from 
the BuzzFeed dataset. Shu et al. (2019) have 

investigated a way for robotization process through 

hashtag recurrence. Authors have also presented a 

comprehensive review of detecting misinformation 
on social media, false news classifications on 

psychology and social concepts, and existing 

algorithms from a data mining perspective. Ghosh 
et al. (2018) have investigated the impact of web-

based social networking on political decisions. 

Quantity research (Zhou et al., 2018; Allcott et al., 

2017; Zubiaga et al., 2018) has been done in the 
context of detecting political-news-based articles. 

Authors have investigated the effect of various 

political gatherings related to the discussion of any 
misinformation as agenda. Authors have also 

explored the Twitter-based data of six Venezuelan 

government officials with a specific end goal to 

investigate bot collaboration. Their discoveries 
recommend that political bots in Venezuela tend to 

imitate individuals from political gatherings or 

basic natives. In one of the studies, Zhou et al. 
(2018) have investigated the ability of social media 

to aggregate the judgments of a large community 

of users. In their further investigation, they have 
explained machine learning approaches with the 

end goal to develop a better rumors detection. They 

have investigated the difficulties for the spread of 

rumors, rumors classification, and deception for the 
advancement of such frameworks. They have also 

investigated the utilization of such useful strategies 

towards creating fascinating structures that can 
help individuals in settling on choices towards 

evaluating the integrity of data gathered from 

various social media platforms. In one of the 

studies, Jwa et al. (2019) have explored the 
approach towards automatic misinformation 

detection. They have used Bidirectional Encoder 

Representations from Transformers model (BERT) 
model to detect misinformation by analyzing the 

relationship between the headline and the body text 

of the news story. Their results improve the 0.14 F-

score over existing state-of-the-art models. 
Williams et al. (2020)  utilized BERT and 

RoBERTa models to identify claims in social 

media text a professional fact-checker should 
review. For the English language, they fine-tuned a 

RoBERTa model and added an extra mean pooling 

layer and a dropout layer to enhance 
generalizability to unseen text. For the Arabic 

language, they fine-tuned Arabic-language BERT 

models and demonstrate the use of back-translation 

to amplify the minority class and balance the 
dataset. Hussein et al. (2020) presented their 

approach to analyze the worthiness of Arabic 

information on Twitter. To train the classification 

model, they annotated for worthiness a dataset of 
5000 Arabic tweets -corresponding to 4 high 

impact news events of 2020 around the world, in 

addition to a dataset of 1500 tweets provided by 
CLEF 2020. They proposed two models to classify 

the worthiness of Arabic tweets: BI-LSTM model, 

and a CNN-LSTM model. Results show that BI-

LSTM model can extract better the worthiness of 
tweets. 

3 Methodology 

In this section, we will present our methodology by 

explaining the different steps of building the 

models, we use the same architecture for building 

them: Data Set, Data Preprocessing, AraBERT 

System Architecture, and Model Training. 

3.1 Data Set 

We used a dataset of 2556 tweets provided by 

NLP4IF 2021 (Shaar et al., 2021), which includes 

tweets about COVID-19. The dataset includes 
besides the tweet text and the tweet Id. Each tweet 

annotates with binary properties about COVID-19: 

whether it contains a verifiable claim (Q1), whether 

it appears to contain false information (Q2), 
whether it may be of interest to the general public 

(Q3), whether it is harmful (Q4), whether it needs 

to verification (Q5), whether it is harmful to society 
(Q6) and whether it requires attention of 

government entities (Q7). Each question has a 

Yes/No (binary) annotation. However, the answers 
to Q2, Q3, Q4 and Q5 are all "nan" if the answer to 

Q1 is No. Table 1 shows the statistics of the class 

labels for each property in the dataset. 

Classifier Yes  No Not Sure 

Q1 1926 610 0 

Q2 376 1545 635 

Q3 1895 22 639 

Q4 351 1566 639 

Q5 936 990 630 

Q6 2075 459 0 

Q7 2208 328 0 

Table 1:  Dataset with the class labels  
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3.2 Data Preprocessing 

Tweets have certain special features, i.e., emojis, 

emoticons, hashtags and user mentions, coupled 

with typical web constructs, such as email 

addresses and URLs, and other noisy sources, such 

as phone numbers, percentages, money amounts, 

time, date, and generic numbers. In this work, a set 

of pre-processing procedures, which has been 

tailored to translate tweets into a more 

conventional form sentences, is adopted. Most of 

the noisy entities are normalized because their 

particular instances generally do not contribute to 

the identification of the class within a sentence. 

Regarding date, email addresses, money amounts, 

numbers, percentages, phone numbers and time, 

this process is performed by using the ekphrasis 

tool 1  (Baziotis et al., 2017), which enables to 

individuate regular expressions and replace them 

with normalized forms. 

3.3 AraBERT System Architecture 

Among modern language modeling architectures, 

AraBERT (Antoun et al., 2020) is one of the most 

popular for Arabic language. Its generalization 

capability is such that it can be adapted to different 

down-stream tasks according to different needs, be 

it NER or relation extraction, question answering 

or sentiment analysis. The core of the architecture 

is trained on particularly large text corpora and,  

 

                                                                 
1 
https://github.com/cbaziotis/ekphras

is 

consequently, the parameters of the most internal 

layers of the architecture are frozen. The outermost 

layers are instead those that adapt to the task and 

on which the so-called fine-tuning is performed. 

An overview is shown in Figure 1. 

Going into details, one can distinguish two main 

architectures of AraBERT, the base and the large. 

The architectures differ mainly in four fundamental 

aspects: the number of hidden layers in the 

transformer encoder, also known as transformer 

blocks (12 vs. 24), the number of attention heads, 

also known as self-attention (Vaswani et al., 2017) 

(12 vs. 16), the hidden size of the feed-forward 

networks (768 vs. 1024) and finally the maximum 

sequence length parameter (512 vs. 1024), i.e., the 

maximum accepted input vector size. In this work, 

the base architecture is used, and the corresponding 

hyper-parameters are reported in Table 2. 

 

In addition, the AraBERT architecture employs two 

special tokens: [SEP] for segment separation and 

[CLS] for classification, used as the first input 

token for any classifier, representing the whole 

sequence and from which an output vector of the 

same size as the hidden size H is derived. Hence, 

the output of the transformers, i.e., the final hidden 

state of this first token used as input, can be denoted 

as a vector 𝐶 ∈ 𝑅𝐻. The vector C is used as input 
of the final fully-connected classification layer. 

Given the parameter matrix 𝑊 ∈ 𝑅𝐾𝑥𝐻  of the 

classification layer, where K is the number of 

Figure 1: AraBERT architecture overview. 

Hyperparameter Value 

Attention heads 12 

Batch size 6 

Epochs  10 

Gradient accumulation steps  16 

Hidden size 768 

Hidden layers  12 

Learning rate 0.00002 

Maximum sequence length 128 

Parameters  136 M 

Table 2:  Hyper-parameters of the model 
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categories, the probability of each category P can 

be calculated by the softmax function as: 

𝑃 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝐶𝑊𝑇) 

3.4 Model Training 

The whole classification model has been trained in 

two steps, involving firstly the pre-training of the 

AraBERT language model and then the fine-tuning 

of the outermost classification layer. The 

AraBERTv0.2-base (Antoun et al., 2020) is pre-

trained on five corpora:  OSCAR unshuffled and 

filtered, Arabic Wikipedia dump, the 1.5B words, 

Arabic corpus, the OSIAN corpus and Assafir news 

articles with a final corpus size equal to about 77 

GB. The cased version was chosen, being more 

suitable for the proposed pre-processing method. 

The fine-tuning of the model was performed by 

using labeled tweets comprising the training set 

provided for the shared task. In particular, the fully 

connected classification layer was learned 

accordingly. During training, the loss function used 

was categorical cross-entropy. For this study, the 

hyper-parameters used are shown in Table 1. The 

maximum sequence length was reduced to 128, due 

to the short length of the tweets. 

4 Evaluation and Results 

To validate the results, we used the NLP4IF tweets 

dataset. The training and testing sets contain 90% 

and 10% of total samples, respectively. We split the 

training data set into 90% for training and 10% for 
validation.  

In this section, we will introduce the different 

evaluation experiments of our implemented model 
on the test data. In Table 3, we present the accuracy, 

precision, recall, F1-score of each evaluation 

experiment on the test dataset. 

 
Results show that our model can detect if the tweet 

is “harmfull to society” or “requires attention of 

government entities” with high accuracy (90% and 
92% respectively), if the tweet “may be of interest 

to the general public” or “contains false 

information” with a very good accuracy (84% and 
86% respectively), and if the tweet is “Harmfull”, 

“needs verification”, or “Verifiable” with fairly 

good accuracy (76%, 75%, and 74% respectively). 

 
 

 

 

In Table 4, we represent the evaluation results of 
our implementation models, which was conducted 

by the organizers based on our submitted predicted 

labels for the blind test set. 
 

5 Conclusions 

The objective of this work was the introduction of 
an effective approach based on the AraBERT 

language model for fighting Tweets COVID-19 

Infodemic. It was arranged in the form of a two-
step pipeline, where the first step involved a series 

of pre-processing procedures to transform Twitter 

jargon, including emojis and emoticons, into plain 

text, and the second step exploited a version of 
AraBERT, which was pre-trained on plain text, to 

fine-tune and classify the tweets with respect to 

their Label. 
Future work will be directed to investigate the 

specific contributions of each pre-processing 

procedure, as well as other settings associated with 

the tuning, so as to further characterize the 
language model for the purposes of COVID-19 

Infodemic. Finally, the proposed approach will also 

be tested and assessed with respect to other 
datasets, languages and social media sources, such 

as Facebook posts, in order to further estimate its 

applicability and generalizability. 

Recall Precision F1-score Accuracy 

67.7%       78.7%       66.4%       67.7% 

Table 4:  The evaluation results of our models on 

the blind test data. 
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Q1 73%       75%       70% 74% 

Q2 87% 87% 87% 86% 

Q3 83% 84% 84% 84% 

Q4 76% 76% 76% 76% 

Q5 74% 76% 71% 75% 

Q6 91% 90% 90% 90% 

Q7 93% 92% 90% 92% 

Table 3:  The evaluation results of our models on 

the test data. 
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Abstract

The spread of COVID-19 has been accompa-
nied with widespread misinformation on so-
cial media. In particular, Twitterverse has
seen a huge increase in dissemination of dis-
torted facts and figures. The present work
aims at identifying tweets regarding COVID-
19 which contains harmful and false informa-
tion. We have experimented with a number of
Deep Learning based models, including differ-
ent word embeddings, such as Glove, ELMo,
among others. BERTweet model achieved the
best overall F1-score of 0.881 and secured the
third rank on the above task.

1 Introduction

Rapid propagation of social media has revolution-
ized the way information is consumed by general
public. The ability of web platforms, such as
Twitter, Instagram and Facebook, to quickly and
broadly disseminate huge volumes of information
has encouraged any user to be a (super) conduit of
information. This can be helpful for problem solv-
ing in stressful and uncertain circumstances. How-
ever, this has also raised serious concerns about the
disability of naive internet users in distinguishing
truth from widespread misinformation.

As the world reacts to the COVID-19 pandemic,
we are confronted with an overabundance of virus-
related material. Some of this knowledge may be
misleading and dangerous. The wildfire of Fake
News in the times of COVID-19 has been popularly
referred to as an ‘infodemic’ by the WHO chief.
Also, in literature, we see terms such as ‘pandemic
populism’ and ‘covidiocy’ (Hartley and Vu, 2020).
Distorted facts and figures formed by drawing false
equivalence between scientific evidence and un-
informed opinions and doctored videos of public
figures have flooded the online space since the on-
set of COVID. In order to ensure safety and well

∗* Joint First Author

being of online information consumers, it is crucial
to identify and curb the spread of false information.
Twitter should mark content that is demonstrably
inaccurate or misleading and poses a serious risk
of damage (such as increased virus transmission or
negative impacts on public health systems). Hence,
developing and improving classification methods
for tweets is need of the hour.

In the present work, Fighting with Covid19 in-
fodemic dataset (Shaar et al., 2021) comprising
English tweets about COVID-19 has been utilised
for identifying false tweets. Many Deep Learning
models have been trained to predict several proper-
ties of a tweet as described in Section 3.

The rest of the paper is organized as follows.
Section 2 discusses related research work. Section
3 describes the dataset and Section 4 describes the
language models we have used for our predictions.
Sections 5 and 6 report the results of the exper-
iments we conducted for the different language
models and the error analysis respectively. Finally,
in Section 7, we discuss future work that can be
done in this area and conclude our paper.

2 Related Work

Classification of tweets has been studied widely by
many researchers. Most of the methods use tradi-
tional Machine Learning classifiers on the features
extracted from individual tweets, such as POS, uni-
grams, bigrams. Gamallo and Garcia (2014) built
a Naive Bayes classifier for detecting sentiment of
tweets. They considered Lemmas, Polarity Lex-
icons, and Multiword from different sources and
Valence Shifters as input features to the classifier.

In recent times, the advancement of deep
learning approaches (e.g., neural networks and
transformer-based pre-trained language models
like BERT and GPT) have taken precedence over
feature-based classifiers (e.g., Naive-Bayes, SVM,
among others). Classification problems have
primarily been tackled in two ways - Feature
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based and by Fine-tuning of parameters. Feature
based approaches use word-embeddings, such as
Word2Vec (Mikolov et al., 2013), GloVe (Penning-
ton et al., 2014), ELMO (Peters et al., 2018), and
feed them into some Deep Learning model to per-
form downstream task. On the other hand, param-
eter fine-tuning based approach fine tunes all the
pre-trained parameters on downstream tasks. We
have experimented with both these approaches.

Recently, language models such as BERT (De-
vlin et al., 2018), pre-trained on large amount of
unlabelled data and fine tuned on downstream task,
have given state-of-the-art results in numerous NLP
tasks. BERTweet (Nguyen et al., 2020) is one such
model which is pre-trained on English tweets. It
has been found that BERTweet outperforms other
state-of-the art language models, e.g RoBERTa,
XLM-R (Conneau et al., 2019) with respect to sev-
eral NLP tasks, viz. text classification, NER etc.
This motivates us to use BERTweet based approach
for this task.

3 Dataset Description

The dataset used in this task contains English
tweets, and the corresponding labels (which are
mainly "yes"/"no"), that are the answers to the fol-
lowing questions:

1. Does the tweet contain a verifiable claim?
2. Does the tweet appear to contain any false

information?
3. Will the tweet be of any interest to the public?
4. Can the claim made be harmful to society?
5. Does the claim need any verification?
6. Is the tweet harmful or misleading the society?
7. Should the govt pay any attention to the tweet?

As per the dataset specifications, Q2 to Q5 will
be NaN if and only if Q1 is "no". Further, Q1,
Q6 and Q7 are never supposed to be NaN. If there
are some instances where this condition is violated,
we have dropped the corresponding tweets (inde-
pendently for all the questions) during training or
validation. Finally, for the final predictions, we first
obtain the predictions for Q1, and the tweets are
checked for the labels Q2 to Q5 only when Q1 is
"yes".

The given dataset has 869 tweets in the train
dataset. We randomly split the dataset for training
and in-sample validation purposes, with the splits
having 695 and 174 tweets respectively (80 − 20
split). For validation, we are given a dev dataset

with 53 tweets. The test dataset on which we sub-
mit our final predictions contains 418 tweets.

4 Model Description

A vast number of Language Models have been de-
veloped in the last decade. We used a number of
them to solve the given problem, and they are de-
scribed in the following subsections.

4.1 Pre-trained Embeddings

BERT and its variants have successfully produced
state-of-the-art performance results for various
NLP tasks. BERTweet is one such variant, which
has been pre-trained for English tweets. It has three
variants, that differ on the data they are trained on:

1. Base: This model has been trained on 845M
(cased) English tweets along with 5M COVID-
19 tweets.

2. Cased: It has been trained on additional 23M
COVID-19 (cased) English Tweets

3. Uncased: It has been trained on additional
23M COVID-19 (uncased) English Tweets

However, using the pre-trained embeddings pro-
vided by BERTweet may not give the best results
since they have been trained for a different dataset.
So, to fine-tune the model for our task, we plug the
BERTweet model to a fully connected neural net-
work. We vary the number of hidden layers, opti-
mization function (Adam and AdaFactor), learning
rate and the number of epochs. Thus, for each la-
bel, we try all three of the BERTweet variants, and
choose the best one depending upon the F1-score
obtained.

Additionally, we have experimented with GloVe
and ELMo embeddings. We have used the GloVe
Twitter embeddings, which have been pre-trained
on 2B tweets. To obtain the embeddings for the
entire tweet from GloVe, we have taken average of
the embeddings of the words present in the tweet.
The pre-trained ELMo model available on the Ten-
sorflow hub has also been utilised to obtain tweet
embeddings. This model, however, was not trained
on a tweet dataset. After obtaining the embeddings,
the subsequent model used is the same as that for
BERTweet.

4.2 SVM

In this method, we first trained our BERTweet
based model (Section 4.1) and stored the output
of the last fully connected layer for each dataset
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Models Q1 Q2 Q3 Q4 Q5 Q6 Q7
BERTweet 0.94 0.84 0.92 0.96 0.76 0.84 0.76
GloVe 0.83 0.23 0.90 0.53 0.50 0.17 0.15
ELMo 0.76 0.35 0.83 0.49 0.63 0.54 0.52
SVM 0.90 0.78 0.88 0.85 0.71 0.34 0.74
3-BERT Ensemble 0.91 0.84 0.85 0.84 0.73 0.75 0.71
5-BERT Ensemble 0.87 0.84 0.81 0.82 0.72 0.69 0.62

Table 1: Comparison of F1-score of different models

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Overall
0.831 0.925 0.976 0.822 0.854 0.909 0.849 0.881

Table 2: F1-score on official test dataset

(training, validation and test). We used these stored
values as input features for training and testing
SVM for each label separately.

4.3 Ensemble
Finally, we created two ensemble models with
BERTweet. Among the different models we ob-
tained by fine-tuning BERTweet, we chose the best
3 and best 5 models for the ensembles.

5 Performance Evaluation

This section describes the evaluation scheme, fol-
lowed by the results obtained for the different mod-
els.

5.1 Evaluation Scheme
We have used F1-score as the main evaluation
scheme. Apart from Q2 to Q5, we have assumed
the labels to be independent of each other (because
Q2 to Q5 only need to be checked when Q1 is
"yes"). Thus, we first train a model for Q1 and
obtain the predictions on the dev/test dataset. Then,
we pick the tweets for which Q1 is "yes", and as-
sign Q2 to Q5 to be NaN for the rest of the tweets.
Subsequently, we have treated all the models for
all the questions to be independent of each other.
Due to this, it may be possible that while some
model performs extremely well on one label, its
performance may not be that good for some other
label(s). Thus, we can have different models for
different labels. So, we calculate label-wise F1-
score to compare different models, and choose the
best one.

5.2 Evaluation of Different Models
Performance of different systems for the present
task are described in the following subsections.

5.2.1 BERTweet

As was expected, in all our experiments, models
based on BERTweet outperform all the other mod-
els that we described in Section 4. Detailed results
(F1-score) for all the labels (along with results for
all the different models) are given in Table 1.

5.2.2 GloVe

Although the dataset used in Glove Twitter is bigger
than the one over which BERTweet was trained (2B
vs 850M tweets), the GloVe vectors are "fixed",
and unlike BERTweet, no Transfer Learning was
involved for GloVe. As a result, GloVe performed
much worse compared to BERTweet for most of the
labels. The closest performance obtained is in Q3,
when the GloVe based model was simply predicting
all 1s (for Q3, the number of 1s is > 90% in the
dataset (excluding NaNs)).

5.2.3 ELMo

Since we did not use an ELMo model pre-trained
on the twitter dataset, it did not perform as well as
BERTweet. But, as it was possible to use transfer
learning here to fine-tune the weights of ELMo, it
was mostly performing better than GloVe. On an
average, the difference between the F1-scores of
BERTweet and GloVe is 0.39, while for ELMo it
is 0.28. Further, ELMo performs better than GloVe
for four labels, namely, Q2, Q5, Q6 and Q7. Even
on the labels when the F1-score of ELMo is lesser
than that of GloVe (Q1, Q3 and Q4), the difference
between their scores is low (average difference of
0.06), but that is not true for the labels when ELMo
beats GloVe (average difference of 0.2475).
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5.2.4 SVM

Since this method takes last fully connected layer
output of our BERTweet based model as input fea-
tures, it performes better than Glove and ELMo for
almost all questions (except for ELMO for Q6).

5.2.5 Ensemble

For all the labels, the 3-BERTweet Ensemble (3BE)
is atleast as good as 5-BERTweet Ensemble (5BE).
Further, BERTweet is atleast as good as 3BE. In
fact, BERTweet is better than 3BE, which is better
than 5BE, for all labels other than Q2. For Q2, all
the three models have the same F1-score: 0.84.

5.2.6 Best Model

In view of the results described in Table 1, we de-
cided to use BERTweet for our final predictions.
We combined the train + in-sample + dev splits
to obtain a dataset with 912 tweets. Early stop-
ping callback has been used with 10% validation
split. Testing was done for the best five models we
had for each label. We submitted two models (see
Table 3). Their average F1-scores over the (new)
validation dataset are 0.813 and 0.827, respectively.
Even though Model 1 has a lesser F1-score on vali-
dation than Model 2, it has the final score of 0.881
(2), beating the latter (0.856).

Model Specs Q1 Q2 Q3 Q4 Q5 Q6 Q7

M
od

el
1 BERTweet Base Cased Base Uncased Uncased Cased Base

Optimizer AdaF Adam Adam AdaF Adam Adam AdaF
Learning Rate 5e-5 1e-5 1e-5 1e-4 2e-5 1e-5 1e-4

F1-Score 0.83 0.88 0.98 0.86 0.72 0.69 0.73

M
od

el
2 BERTweet Uncased Cased Base Uncased Uncased Uncased Base

Optimizer Adam Adam Adam Adam Adam AdaF AdaF
Learning Rate 2e-5 1e-5 1e-5 1e-5 2e-5 5e-5 1e-4

F1-Score 0.86 0.85 0.98 0.86 0.71 0.80 0.73

Table 3: Hyperparameters corresponding to the best models

Labels Example 1 Example 2
Q1 (452) Instead of prioritizing regular Amer-

icans who need tests for #coronavirus, or
paid sick leave because they live paycheck
to paycheck, @realDonaldTrump wants to
bail out oil billionaires. Thank goodness the
House of Representatives, and not @PO-
TUS, has the Power of the Purse. URL"

(490) We love this handwashing dance from
Vietnamese dancer, Quang ng. Washing
your hands with soap and water is one of
the first steps to protect yourself from #coro-
navirus.

Q2 (491) Just like all the other fake stuff they
do, the COVID-19 over-hype will backfire
on the Democrats. The economy will come
roaring backs with China’s grip on trade
weakened and Trump’s high approval on
handling the virus will only help.

(498) But, but...Trump didn’t prepare for
the coronavirus...his admin still doesn’t
have a clue...we are just not ready to com-
bat a pandemic...Trump ignored the HHS,
CDC? #FakeNews WATCH ?? #coron-
avirus #RepMarkGreen thank you! URL"

Q4 (461) The Italian COVID-19 outbreak has
just been explosive... look at the numbers
&amp; timeframe. Time is not a luxury we
have! Feb 18: 3 cases Feb 21: 20 cases
Feb 24: 231 cases Feb 27: 655 cases Mar
1: 1,694 cases Mar 4: 3,089 cases Mar 7:
5,883

(462) A Youtuber who recently made a
racist remark regarding BTS by relating
them to Corona virus will now be making a
video about them where he roasts the band
and our fandom I request ARMYs to pls
block him and report his channel, Ducky
Bhai on YouTube URL

Table 4: Example tweets (from dev data) on which the BERTweet model fails. For each tweet the preceding
number in parenthesis denotes the tweet number in the database
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6 Error Analysis

For Q1, only three tweets in the dev data (452, 490,
492: all having a verifiable claim) are predicted
wrong by our model. Similarly, for Q2, three exam-
ples (491, 498, 500), which also have a positive la-
bel (denoting that the tweet appears to contain false
information), have been predicted wrong while for
Q4, four examples (461, 462, 484, 485), all having
negative labels (denoting that the claim made in
the tweet cannot be harmful to the society), are pre-
dicted wrong by our model. Some of these tweets
(as described above) can be found in Table 4. Rest
of the labels do not have such pattern.

7 Conclusion and Future Work

We implemented five models, described in section
4, and showed that the BERTweet based models
outperforms the rest. However, apart from the de-
pendence of Q2 to Q5 on Q1 (refer section 3), we
have assumed all questions to be independent. But,
by the definitions of questions (section 3), it is
evident that Q4 & Q6 and Q5 & Q7 have some
dependence on each other. This can be seen in the
dataset labels as well, because Q4 & Q6 have the
same label for 87.6% of the tweets. Similarly, Q5
and Q7 have the same label 83.3% of the times.
Since correlation does not imply causation, this
property can be further explored to see if there is
some dependence between the labels, which can
possibly be incorporated in the model to improve
the predictions for Q4 to Q7. Moreover, in this
work, we have not experimented with Multi-class
classification techniques, which can be further ex-
plored for a possible improvement.
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Abstract

This paper describes the winning model in
the Arabic NLP4IF shared task for fighting
the COVID-19 infodemic. The goal of the
shared task is to check disinformation about
COVID-19 in Arabic tweets. Our proposed
model has been ranked 1st with an F1-Score of
0.780 and an Accuracy score of 0.762. A vari-
ety of transformer-based pre-trained language
models have been experimented with through
this study. The best-scored model is an ensem-
ble of AraBERT-Base, Asafya-BERT, and AR-
BERT models. One of the study’s key find-
ings is showing the effect the pre-processing
can have on every model’s score. In addition
to describing the winning model, the current
study shows the error analysis.

1 Introduction

Social media platforms are highly used for express-
ing and delivering ideas. Most people on social
media platforms tend to spread and share posts
without fact-checking the story or the source. Con-
sequently, the propaganda is posted to promote a
particular ideology to create further confusion in
understanding an event. Of course, it does not ap-
ply to all posts. However, there is a line between
propaganda and factual news, blurred for people
engaged in these platforms (Abedalla et al., 2019).
And thus, social media can act as a distortion for
critical and severe events. The COVID-19 pan-
demic is one such event.

Several previous works were published for us-
ing language models and machine learning tech-
niques for detecting misinformation. Authors in
Haouari et al. (2020b) presented a twitter data
set for COVID-19 misinformation detection called
"ArCOV19-Rumors". It is an extension of the
"ArCOV-19" (Haouari et al., 2020a), which is a
data set of Twitter posts with "Propagation Net-
works". Propagation networks refer to a post’s
retweets and conversational threads. Other authors

in Shahi et al. (2021) performed an exploratory
study of COVID-19 misinformation on Twitter.
They collected data from Twitter and identified
misinformation, rumors on Twitter, and misinfor-
mation propagation. Authors in Müller et al. (2020)
presented CT-BERT, a transformer-based model
pre-trained on English Twitter data. Other works
that used Deep Learning models to detect propa-
ganda in news articles (Al-Omari et al., 2019; Altiti
et al., 2020).

The NLP4IF (Shaar et al., 2021) shared-task of-
fers an annotated data set of tweets to check disin-
formation about COVID-19 in each tweet. The task
asked the participants to propose models that can
predict the disinformation in these tweets. This pa-
per describes the winning model in the shared task,
an ensemble of AraBERT-Base, Asafya-BERT, and
ARBERT pre-trained language models. The team
R00’s model outperformed the other teams and
baseline models with an F1-Score of 0.780 and an
Accuracy score of 0.762. This paper describes the
Dataset and the shared task in section 2. The Data
Preprocessing step is presented in section 3. The
experiments with the pre-trained language models
are provided in section 4. Finally, the proposed
winning model and methodology are discussed in
section 5.

2 Dataset

The Data provided by the organizers Shaar et al.,
2021 comprised of tweets, which are posts from the
Twitter social media platform "twitter.com". The
posts are related to the COVID-19 pandemic and
have been annotated in a "Yes or No" question style
annotation. The annotator was asked to read the
post/tweet and go to an affiliated weblink (if the
tweet contains one). For each tweet, the seven main
questions that were asked are:

1. Verifiable Factual Claim: Does the tweet contain a veri-
fiable factual claim?
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2. False Information: To what extent does the tweet appear
to contain false information?

3. Interest to General Public:Will the tweet affect or be of
interest to the general public?

4. Harmfulness: To what extent is the tweet harmful to the
society/person(s)/company(s)/product(s)?

5. Need of Verification: Do you think that a professional
fact-checker should verify the claim in the tweet?

6. Harmful to Society: Is the tweet harmful the society and
why?

7. Require attention: Do you think that this tweet should
get the attention of government entities?

For each question, the answer can be "Yes" or
"No". However the questions two through five de-
pend on the first question. If the first question
(Verifiable Factual Claim) is answered "No", ques-
tions two through five will be labeled as "NaN".
"NaN" is interpreted as there’s no need to ask the
question. For example, for the following tweet:

"maybe if i develop feelings for covid-19 it will
leave".

This tweet is not a verifiable factual claim.
Therefore asking whether it’s False Information
or is in Need of Verification is unnecessary. More-
over, our model modified the values to be " No" for
all text samples with labels annotated as "NaN".

Task Our team participated in the Arabic text
shared task. The Arabic data set consists of 2,536
tweets for the training data, 520 tweets for the de-
velopment (validation) data, and 1,000 tweets for
the test data. It has been observed that the label
distribution in the training data is unbalanced, as
shown in Figure 1.

Q1 Q2 Q3 Q4 Q5 Q6 Q7

500

1,000

1,500

2,000

Figure 1: label distribution in data. Unbalance labels
for questions.

3 Data Pre-Processing

Social media posts can contain noisy features, par-
ticularly the special characters (#, @, emojis, we-
blinks, etc..). Many elements within Arabic text
can act as distortions for the model. We Tokenize
the Arabic text 1, and for each sequence of tokens,
we remove stop-words, numbers, and punctuation
from the text. We also remove any non-Arabic
terms in the text. Stemming and Segmentation
are two common pre-processing operations done
in Arabic Natural Language Processing. However,
we do not apply them here, except in the case of
AraBERT, where segmentation was applied.

4 Fine-tuning Pre-Trained Language
Models

We approach the problem as a multi-label classifi-
cation problem. For each label in a text sample, the
label’s value can be one (yes) or zero (no). In the
training phase, we load the pre-trained language
model (along with its corresponding tokenizer) and
stack a linear classifier on top of the model.

This section describes the pre-trained Arabic lan-
guage models that have been used in the study. The
hyperparameters’ fine-tuning is also detailed in this
section in addition to the experiments’ results.

4.1 Pre-trained Arabic Language Models
This section goes over the pre-trained language
models experimented with through the study:
AraBERT, Asafaya-BERT, ARBERT, and MAR-
BERT.

• AraBERT (Antoun et al.) follows the orig-
inal BERT pre-training (Devlin et al., 2018),
employing the Masked Language Modelling
task. It was pre-trained on roughly 70-
million sentences amounting to 24GB of
text data. There are four variations of the
model: AraBERTv0.2-base, AraBERTv0.2-
large, AraBERTv2-base, AraBERTv2-large.
The difference is that the v2 variants were
trained on the pre-segmented text where pre-
fixes and suffixes were split, whereas the v0.2
were not. The models we used are the v0.2
variants. the Authors recommended using the
Arabert-Preprocessor powered by the faras-
apy2 python package for the v2 versions. Al-
though the v0.2 models don’t require it, we

1Preprocessing was done using the NLTK Library
2farasapy
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have found that the Arabert-Preprocessor im-
proves the performance significantly for some
experiments. So, we have used it with all the
AraBERT models only.

• Asafaya-BERT (Safaya et al., 2020) is a
model also based on the BERT architecture.
This model was pre-trained on 8.2B words,
with a vocabulary of 32,000 word-pieces. The
corpus the model was pre-trained on was not
restricted to Modern Standard Arabic, as they
contain some dialectal Arabic, and as such
Safaya et al. (2020) argue that this boosts the
model’s performance on data gathered from
social media platforms. There are four vari-
ants of the model: Large, Base, Medium, and
Mini. We only used Large and Base.

• ARBERT (Abdul-Mageed et al., 2020) is a
pre-trained model focused on Modern Stan-
dard Arabic (MSA). It was trained on 61GB
of text data, with a vocabulary of 100K Word-
Pieces. There is only one variation of this
model, which follows the BERT-Base archi-
tecture. It uses 12-attention layers (each
with 12-attention heads) and 768 hidden-
dimension. We use this model to possibly
write some tweets (such as news updates) for-
mally following MSA.

• MARBERT (Abdul-Mageed et al., 2020) ar-
gues that since AraBERT and ARBERT are
trained on MSA text, these models are not
well suited for tasks involving dialectal Ara-
bic, which is what social media posts often
are. MARBERT was trained on a large Twitter
data set comprised of 6B tweets, making up
about 128GB of text data. MARBERT follows
the BERT-Base architecture but without sen-
tence prediction. MARBERT uses the same
vocabulary as ARBERT (100K Word-Pieces).

4.2 Fine-Tuning
Each model has been trained for 20 epochs. We
found that after the 10th epoch, most of the model
scores start to plateau. This is, of course, highly
dependent on the learning rate used for each model.
We have not tuned the models’ learning rates, and
rather we chose the learning rate we found best
after doing multiple experiments with each model.
We use a Training Batch-Size of 32 and a Valida-
tion Batch-Size of 16 for all the models. For each

model’s tokenizer we choose a Max Sequence-
length of 100.

Each model has been trained on two versions of
the data set, one that has not been pre-processed
(We refer to it as "Raw") and one that has been pre-
processed (we refer to it as "Cleaned"). A model
that has been trained on cleaned data in training
time will also receive cleaned text at validation
and testing time. We apply the post-processing
step, where for the labels Question-2, 3, 4, and
Question-5, if a model predicts that Question-1 is
"No" then the values of the mentioned Questions
(Q2 through Q5) will be "NaN" Unconditionally.
This, of course, assumes that the model can per-
form well on the first question. We report the re-
sults in Table 1.

Note: It is worth noting that, initially, we save
the model on the first epoch along with its score as
the "best-score". After each epoch, we compare the
score of the model on that epoch with the best score.
If the model’s current score is higher than the best
score, the model will be saved, and the model’s best
score will be overwritten as the current model’s
score. And as such, saying we train a model for
20 epochs is not an accurate description of the
model’s training. The score we used as criteria for
saving was the Weighted F1-Score.

4.3 Results

We see (in Table 1) that generally, training on
cleaned data either gave slightly better scores or
no significant improvement, with ARBERT 4.1 be-
ing the exception. This is because ARBERT was
specifically trained on Arabic text that followed the
Modern Standard Arabic. Cleaning has normalized
text for the model and removed features in the text
that may otherwise act as noise. Furthermore, we
conclude that Asafya-BERT 4.1 has a better perfor-
mance when trained on Raw data, proving that a
model pre-trained on Twitter data would perform
better. Lastly, we observe that using a larger model
(deeper network) does provide a slight improve-
ment over using the Base version. 3

5 Ensemble Pre-trained language Models

To maximize the scores, we resort to ensembling
some of the models we fine-tuned on the data set.
Ensemble models are known to improve accuracy

3Results and scores were generated using the Scikit-learn
library
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ID Model Data Learning Rate F1-Weighted F1-Micro Accuracy

(1) AraBERT-Base Raw 3e−6 0.703 0.727 0.338
(2) AraBERT-Base Cleaned 3e−5 0.735 0.725 0.394
(3) AraBERT-Large Raw 3e−5 0.733 0.737 0.390
(4) AraBERT-Large Cleaned 3e−5 0.747 0.749 0.425
(5) MARBERT Raw 4e−5 0.737 0.741 0.382
(6) MARBERT Cleaned 4e−6 0.735 0.735 0.413
(7) ARBERT Raw 8e−6 0.715 0.728 0.407
(8) ARBERT Cleaned 3e−5 0.734 0.745 0.398
(9) Asafaya-Base Raw 5e−6 0.750 0.749 0.413

(10) Asafaya-Base Cleaned 3e−5 0.707 0.743 0.382
(11) Asafaya-Large Raw 5e−6 0.750 0.752 0.436
(12) Asafaya-Large Cleaned 5e−6 0.737 0.743 0.373

Table 1: Shows model scores on the validation data set. The Weighted F1-Score and the Micro F1-Score are the
average F1-Scores of the labels.

ID Model Q1 Q2 Q3 Q4 Q5 Q6 Q7

(1) AraBERT-Base 0.73 0.11 0.71 0.22 0.37 0.43 0.84
(2) AraBERT-Base 0.76 0.26 0.75 0.38 0.42 0.55 0.83
(4) AraBERT-Large 0.81 0.16 0.79 0.32 0.42 0.50 0.85
(5) MARBERT 0.78 0.12 0.78 0.36 0.43 0.44 0.84
(6) MARBERT 0.75 0.10 0.74 0.52 0.48 0.54 0.84
(8) ARBERT 0.78 0.19 0.78 0.36 0.44 0.53 0.83
(10) Asafya-Base 0.78 0.11 0.77 0.30 0.22 0.39 0.84
(12) Asafya-Large 0.79 0.18 0.78 0.40 0.35 0.48 0.84

Table 2: Shows models F1-Scores for the labels on the validation data set.

under the right conditions. If two models can de-
tect different data patterns, then ensembling these
two models would perhaps (in theory) give a better
prediction. Of course, the process of finding a good
ensemble is an empirical one. It involves a process
of trial-and-error of combining different models
and choosing the best one. However, as we show in
Table 1 various combinations can be done, and as
a result, trying all combinations would perhaps be
impractical. We mention in Section-2 that the label
distribution in the data set is unbalanced, and hence
for labels like Question-2 (False Information), the
model can give poor predictions for the answer to
that label. However, suppose we were to acquire a
model (through experimentation) that tends to per-
form well in predicting that label. In that case, we
could ensemble this model with one that generally
performs well to get a better overall score.

Strategy Through experimentation and for each
label, train a model that performs well on that label
and save it for an ensemble. Then, train a model
that generally performs well on all labels (rela-
tive to the models at hand) and save it for an en-
semble. After collecting several models, ensemble
these models through various combinations. And
for each ensemble, record the combination and its
score (performance on validation data). Choose the
best performing ensemble.

Weighted-Average Our approach for an ensem-
ble is to take the weighted average of each’s model
predictions for each sample. Each model produces
a vector of probabilities (whose length is equal
to the number of labels) for each tweet. We take
the weighted average point-wise and then apply a
0.5-threshold to decide if a label is one (yes) or
zero (no). We suggest using the weighted average
rather than a normal average with equal weights to
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Figure 2: Shows Ensemble architecture. Each model has its classifier stacked on top. The models receive the text
pre-processed and produce logits. Logits are then inserted into a Sigmoid layer making predictions. Prediction
vectors are multiplied with a scalar (the weight), and the weighted average is calculated point-wise.

give higher confidence to the generally performing
model as opposed to the less generally perform-
ing one. The intuition is that you would want the
model to be the deciding factor in predicting better
overall performance. The models with the lesser
weights are merely there to increase the models’
confidence in predicting some labels. The optimal
weights for an ensemble are obtainable through ex-
perimentation. As a hyperparameter, they can be
tuned.

Proposed Model We ensemble five models as
shown in Figure 2, all of them were trained on
cleaned data. And so, the models were tested on
cleaned data. The models are:

1. Model (2): AraBERT-Base, with a weight of 3.

2. Model (4): Asafya-BERT-Large, with a weight of 3

3. Model (10): Asafya-BERT-Base, with a weight of 1.

4. Model (12): AraBERT-Large, with a weight of 1.

5. Model (8): ARBERT, with a weight of 3.

Our model achieved an F1-Weighted Score of
0.749, an F1-Micro Score of 0.763, and an Ac-
curacy of 0.405 on validation data. It also earned
an F1-Weighted Score of 0.781 and an Accuracy
of 0.763 on the Test data. These results made the
model ranked the first mode since it is the top-
performing model in the shared task. Figure 3
presents the confusion matrix for the Ensemble-
model predictions on the labels.

6 Conclusion

This paper described the winning model in the
NLP4IF 2021 shared task. The task aimed to check

Q1 Q2 Q3 Q4 Q5 Q6 Q7 None

Q1
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Q3
Q4

Q5
Q6

Q7
No
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Figure 3: Shows confusion matrix for the Ensemble-
model predictions on the labels. The Y-axis represents
the True-Label while the X-axis represents the Pre-
dicted-label.

disinformation about COVID-19 in Arabic tweets.
We have ensembled five pre-trained language mod-
els to obtain the highest F1-score of 0.780 and
an Accuracy score of 0.762. We have shown the
performances of every pre-trained language model
on the data set. We also have shown some of the
models’ performances on each label. Moreover,
we have demonstrated the confusion matrix for
the ensemble model. We have illustrated that a
pre-trained model on Twitter data (Asafya-Bert in
Section 4.1) will perform better relative to a model
that hasn’t.
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Abstract

In this paper, we describe our system for the
shared task on Fighting the COVID-19 Info-
demic in the English Language. Our proposed
architecture consists of a multi-output classifi-
cation model for the seven tasks, with a task-
wise multi-head attention layer for inter-task
information aggregation. This was built on top
of the Bidirectional Encoder Representations
obtained from the RoBERTa Transformer. Our
team, dunder_mifflin, was able to achieve a
mean F1 score of 0.891 on the test data, lead-
ing us to the second position on the test-set
leaderboard.

1 Introduction

In recent years, the spread of misinformation on
social media has been growing rapidly. Amid the
global pandemic, the spread of misinformation has
had serious consequences. Covid-19 misinforma-
tion caused mass hysteria and panic; reluctance
to use masks and follow social distancing norms;
denial of the existence of Covid-19, anti-vaxxers,
etc. There is a need for automatic detection and
flagging of tweets spreading misinformation.

Automatic detection of misinformation is an
open research problem in NLP. Misinformation is
intentionally written to deceive and pass as factual
which makes detecting it a difficult task.

(Silva et al., 2020) analyzed a dataset of 505k
tweets. They used sentiment analysis, polarity
scores, and LIWC to build features. They used ML
models such as RandomForest, AdaBoost, SVM,
etc to classify tweets as factual/misinformation.

Predicting answers to multiple questions, which is
the setup of our current problem statement, can be
modeled as a multi-task-learning problem. (Craw-
shaw, 2020) have highlighted different methods for
sharing information among tasks, for task-specific
performance boosts, such as cross-stitching and

∗* Denotes Equal Contribution

soft-parameter-sharing. They also highlight ways
for loss weighting based on task-dependent uncer-
tainty and learning-speed.

(Liu et al., 2019) have highlighted the use of
attention mechanisms for the multi-task learning
problem and show that it performs competitively
with other approaches.

Inspired by this idea, we propose an Attention-
Based architecture RoBERTa Multihead Attn for
our task by incorporating inter-task information
for task-specific performance enhancement. With
a test-set F1 score of 0.891, our approach shows
the superiority of combining information among
tasks over modeling them independently and shows
the effectiveness of multihead-attention for this
purpose.

2 Task Description and Dataset

The objective of this task (Shaar et al., 2021) is
to predict various binary properties of tweets. We
were given several tweets where we had to predict
answers to 7 questions. These questions pertain to
whether the tweet is harmful, whether it contains
a verifiable claim, whether it may be of interest to
the general public, whether it appears to contain
false information, etc. There were three tracks
of languages on English, Arabic, and Bulgarian
and a team was free to choose any subset of the
languages.

For the English Language, the training dataset
consisted of 862 tweets 1 The dev set consisted of
53 tweets and the testing set consisted of 418. The
training dataset statistics are shown in Table 1.

1In the training dataset (869 tweets) provided by the or-
ganizers, 7 tweets were mislabeled and had "Nan" in Q6 or
Q7 (which only have classes "yes" and "no"). As instructed
by the organizers, we dropped those tweets from the dataset
and were left with 862 tweets, which were used for further
analysis.
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Question-Id No Yes Nan
Q1 298 564 -
Q2 457 39 366
Q3 50 506 306
Q4 407 153 302
Q5 383 181 298
Q6 726 136 -
Q7 634 228 -

Table 1: Training dataset statistics

3 Methodology

We explored different base embeddings inspired by
(Devlin et al., 2019) and (Liu et al., 2020). These
are state-of-the-art language models which when
used with task-specific fine-tuning, perform well
on a wide variety of tasks. The embeddings are
passed to our task-specific architecture for further
processing and the whole model is trained end-to-
end.

We hypothesize that the prediction for one
question may benefit from the use of in-
formation needed to predict another question.
For instance, questions Q4 ("Harmfulness: To
what extent is the tweet harmful to the soci-
ety/person/company/product?") and Q6 ("Harmful
to Society: Is the tweet harmful to the society and
why?") in the task have a deduction process that
may have several common steps. To model this, we
add an inter-task multi-head attention layer before
our prediction heads.

3.1 Preprocessing

Before feeding the tweets to the RoBERTa tok-
enizer, we performed the following operations:

1. We observed that there were a lot of non-
ASCII characters in the tweets, so we stripped
these characters.

2. We then replaced the emojis with their text
description using the demoji python package.

3. We replaced all the links in the tweets with
"URL" and mentions with "USER" tokens.

3.2 Data Augmentation

Due to the small size of the dataset, we used data
augmentation to improve generalization. Back-
Translation was used for this purpose. Given an
input, the text is first translated into a destination

language to obtain a new sentence. This new sen-
tence is then translated back into the source lan-
guage. This process creates a slightly modified
version of the original sentence, while still preserv-
ing the original meaning. We carried this out using
3 destination languages (French, Spanish, German)
using the MarianMT (Neural Machine Translation
Model)2. As an example :

Original Tweet

For the average American the best way to say if
you have covid-19 is coughing in a rich person face
and waiting for their test results

Augmented Tweet

For the average American the best way to tell if
you have covid-19 is to cough in a rich person’s
face and wait for their test results

3.3 Task-Wise Multi-head Attention
Architecture

Multi-Head-Attention (Vaswani et al., 2017) has
shown to capture representations across different
subspaces, thus being more diverse in its model-
ing compared to Single-Head-Attention. Inspired
by this, we added a multi-head-attention layer to
aggregate information among different tasks.

Our entire architecture is shown in Figure 1. The
input sentences are encoded using the RoBERTa
tokenizer. These are then forward propagated to
get the embedding vectors. This vector is passed
through a linear-block3 and then branched out us-
ing 7 different linear layers, one for each task.
These are further processed to obtain the 7 task-
specific vectors (we will refer to these as task vec-
tors).

Each of these vectors is then passed through a
multi-head-attention layer with the vector itself be-
ing the query vector, and the concatenated task
vectors being the key and value vectors. The atten-
tion weights captured through this method signify
what proportion of information the model would
want to propagate further from each of the task-
specific vectors. The information from all the task
vectors is thus aggregated as their weighted sum
to get the penultimate layers for each task. Note
that the projection matrices for multihead-attention
for all tasks are independent of each other. A final
linear layer maps these to the prediction layers on
which softmax is applied for per-task prediction.

2MarianMT
3Linear-Block is a linear-layer+ReLU
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Figure 1: (Towards Left) Our proposed architecture for Roberta-Multihead-Attention. hi denotes the embedding
after projecting the value vector (the ith task vector) using the multihead-attention layer’s value-projection matrix.
αi denotes the attention weight for ith task vector, which is the amount of information to propagate forward from
that task vector. (Towards Right) Preprocessing and training pipeline

Model Mean F1 F1 Q1 F1 Q2 F1 Q3 F1 Q4 F1 Q5 F1 Q6 F1 Q7
ngram_baseline 0.828 0.647 0.904 0.992 0.761 0.800 0.873 0.821
majority_baseline 0.830 0.612 0.927 1.000 0.770 0.807 0.873 0.821
RoBERTa Multihead Attn 0.891 0.807 0.923 0.966 0.868 0.852 0.940 0.884

Table 2: Evaluation results on official test set. Baselines provided by the organizers

Model Mean F1
Vanilla BERT 0.786
BERT Multihead Attn 0.812
RoBERTa Multihead Attn 0.823

Table 3: Evaluation results on official dev set.

3.4 Loss Weighting

The input data is skewed in the distribution of
labels for each question. A natural approach to
tackle this issue is to use a weighted loss. For each
task, we use the following scheme for assigning
weights :

wc =
Nsamples

Nclasses ∗ Nc

where Nsamples is the number of input data sam-
ples, Nclasses is the number of classes and Nc is

the number of samples for class c for a particular
task. This weighting was done independently for
each task, based on the label distribution for that
particular task.

4 Experiments

We conducted our experiments with BertBASE and
RobertaBASE. All our code is open-source and avail-
able on Github 4.
The different architectures are explained below:

• Vanilla BERT : The input sentence is passed
through the BERTBASE-UNCASED model. The
output is first processed through a couple of
linear blocks and finally branched out for task-
wise linear layers for predictions for each of
the 7 questions.

4https://github.com/shreyas-kowshik/nlp4if
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Model Language Mean F1
Vanilla BERT Arabic 0.706
BERT Multihead Attn Arabic 0.726
Vanilla BERT Bulgarian 0.819
BERT Multihead Attn Bulgarian 0.825

Table 4: Evaluation results on official dev set for Arabic
and Bulgarian

• Bert Multihead Attn : Figure 1 shows this ar-
chitecture, with RoBERTa replaced by BERT.
The input sentence is passed through the
BERT transformer to obtain the bidirectional
encoder representations. These are passed
through a couple of linear-blocks and then
branched out to 7 linear layers, each one cor-
responding to a task. For each branch, the
output from the seven linear layers is then fed
into a separate multi-head attention layer, with
3 heads. The output from the multihead atten-
tion for each task is finally passed through a
linear layer and softmax and is used for pre-
dictions.

• RoBERTa Multihead Attn : This model is
the same as Bert Multihead Attn except that
the transformer used is RoBERTaBASE.

All models were finetuned end-to-end, with
weights also being updated for the embedding lay-
ers of BERT and RoBERTa. The loss function was
weighted-cross-entropy for each task, and the final
loss was the sum of losses for the 7 tasks. The learn-
ing rates followed a linear decay schedule starting
from an initial learning rate. The models were
trained in PyTorch with the HuggingFace library
(Wolf et al., 2020).

Regarding the results in Table 3, we see that
RoBERTa Multihead Attn performs the best overall
on the development set. We obtain a significant
boost in performance, over Vanilla-BERT, by using
our proposed Multihead-Attention layers. Using
RoBERTa embeddings further brings about a slight
improvement over this. We thus finalize Roberta
Multihead Attn as our final model for submission.

For this particular experiment, we used a learn-
ing rate of 5e-5 for the task-specific layer and
5e-6 for the RoBERTa fine-tuning layers. The
model was trained for 60 epochs with the num-
ber of attention-heads set to 3. All layers except
the penultimate, attention, and RoBERTa layers
had a 0.1 dropout probability.

Roberta Multihead Attn beats the baselines by
a significant margin overall as shown in Table 2
and ranks 2nd on the test-set leaderboard for the
English Language sub-task, with a test-set mean
F1-Score of 0.891.

Upon request from the reviewers, we also show
the results on the development set for the given
architecture on the Arabic and Bulgarian datasets.
The bert-base-multilingual-cased embeddings were
used as the base embeddings for these experiments.
With reference to Table 4 we see that our proposed
architecture outperforms the Vanilla BERT archi-
tecture on both the Arabic and Bulgarian datasets,
further illustrating it’s effectiveness across lan-
guages.

5 Conclusion and Future Work

In this paper, we have described our system for pre-
dicting different binary properties of a tweet, on the
English sub-task of the Shared Task On Fighting
the Covid Infodemic in NLP4IF’21. Our approach
uses the RoBERTaBASE architecture for the initial
embeddings and builds on top of that using task-
wise multi-head attention layers. Our results show
that using a multi-head attention approach for ag-
gregating information from different tasks leads to
an overall improvement in performance.

Possible developments in this task can include
the incorporation of additional contextual infor-
mation in our models using tweet-related features
like the #(number) of URLs in a tweet, the # of
user mentions and the # of hashtags, etc. Also,
user-related features such as the # of followers, ac-
count age, account type (verified or not) can be
included. These features contain a lot of auxiliary
information that can aid in fine-grained classifica-
tion. Sociolinguistic Analysis such as Linguistic
Inquiry and Word Count (LIWC) can also be used
to gather emotional and cognitive components from
the tweet.
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Abstract
This paper provides a detailed overview of
the system and its outcomes, which were pro-
duced as part of the NLP4IF Shared Task on
Fighting the COVID-19 Infodemic at NAACL
2021. This task is accomplished using a va-
riety of techniques. We used state-of-the-
art contextualized text representation models
that were fine-tuned for the down-stream task
in hand. ARBERT, MARBERT,AraBERT,
Arabic ALBERT and BERT-base-arabic were
used. According to the results, BERT-base-
arabic had the highest 0.748 F1 score on the
test set.

1 Introduction

In recent years, there has been a massive increase
in the number of people using social media (such
as Facebook and Twitter) to share, post informa-
tion, and voice their thoughts. The increasing num-
ber of users has resulted in the development of an
enormous number of posts on Twitter. Although
social media networks have enhanced information
exchange, they have also created a space for anti-
social and illegal activities such as spreading false
information, rumors, and abuse. These anti-social
behaviors intensify in a massive way during cri-
sis cases, creating a toxic impact on society, either
purposely or accidentally. The COVID-19 pan-
demic is one such situation that has impacted peo-
ple’s lives by locking them down to their houses
and causing them to turn to social media. Since
the beginning of the pandemic, false information
concerning Covid-19 has circulated in a variety of
languages, but the spread in Arabic is especially
harmful due to a lack of quality reporting. For
example, the tweet "�� Tlym� CAb�� �k¶As�
�ym�� ­C Ab� 	�A} � Xq� Ty�A� 40 A�¤Cwk#
Yl� Ahnl`§ A�¤rk# dR �®�  A�§³ ºAml`��
�hnmR �� ��A� �§r�  � ­rJAb� º�wh��
º�¤  � �wfKt�� ”
�¤�C“ ¢mF� ¨s�r� 	ybV
d§d��� A�¤Cw� # ��A`§ ©@�� w¡ A§C®m��

{§r� 40 Yl� ¢t�r�� ��¤ %100 Tbsn�
�Ì§r��� ¢l��db� �Am�rt#" is translated as fol-
lows: "Good evening, good news, 40 seconds, the
owner of the initiative to gather scientists to find a
treatment against Corona announces on the air that
an entire team, including a French doctor named
"Raoult", discovered that the malaria treatment is
the one that treats the new Corona, and it has been
tried on 40 patients". This tweet contains false in-
formation that is harmful to the society and people
believing it could be faced with real danger. Ba-
sically, we are not only fighting the coronavirus,
but there is a war against infodemic which makes
it crucial to identify this type of false information.
For instance, the NLP4IF Task 2 is fighting the
COVID-19 Infodemic by predicting several binary
properties of a tweet about COVID-19 as follows:
whether it is harmful, whether it contains a veri-
fiable claim, whether it may be of interest to the
general public, whether it appears to contain false
information, whether it needs verification or/and re-
quires attention. This is why we performed a multi-
label classification using Arabic pretrained mod-
els including ALBERT Arabic (Lan et al., 2019),
BERT-base-arabic (Devlin et al., 2018), AraBERT
(Antoun et al., 2020), ARBERT(Abdul-Mageed
et al., 2020), and MARBERT (Abdul-Mageed et al.,
2020) with different hyper-parameters. The pa-
per is structured as follows: Section 2 provides a
concise description of the used dataset. Section 3
describes the used systems and the experimental
setup to build models for Fighting the COVID-19
Infodemic. Section 4 presents the obtained results.
Section 5 presents the official submission results.
Finally, section 6 concludes and points to possible
directions for future work.

2 Dataset description

The provided training dataset of the competition,
fighting the COVID-19 Infodemic Arabic, consists
of 2536 tweets and the development dataset con-
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sists of 520 tweets (Shaar et al., 2021). The data
was labelled as yes/no questions answering seven
questions:

1. Verifiable Factual Claim: Does the tweet con-
tain a verifiable factual claim?

2. False Information: To what extent does the
tweet appear to contain false information?

3. Interest to General Public: Will the tweet have
an effect on or be of interest to the general
public?

4. Harmfulness: To what extent is
the tweet harmful to the soci-
ety/person(s)/company(s)/product(s)?

5. Need of Verification: Do you think that a pro-
fessional fact-checker should verify the claim
in the tweet?

6. Harmful to Society: Is the tweet harmful for
society and why?

7. Require attention: Do you think that this tweet
should get the attention of government enti-
ties?

Questions 2,3,4 and 5 will be labelled as nan if
the answer to the first question is no. The tweets are
in Modern Standard Arabic (MSA) and no other
Arabic dialect was observed. Data was prepro-
cessed by removing emojis, URLs, punctuation,
duplicated characters in a word, diacritics, and any
non Arabic words.
We present an example sentence before and after
preprocessing:

• Before preprocessing: : T�O�� ­C�Ew#
�� ¨� Ahy�wsn� �� �y�CAKm�� �zl�
19-dy�w� �Aq� @�A� 14421

• After preprocessing: �zl� ¢�O�� £C�E¤
1442 �� ¨� Ahy�wsn� �� �y�CAKm��
19 dy�w� �Aq� @�A�

3 System description

Pretrained contextualized text representation mod-
els have shown to perform effectively in order to
make a natural language understandable by ma-
chines. Bidirectional Encoder Representations
from Transformers (BERT) (Devlin et al., 2018) is,

1https://t.co/6MEMHFMQj2

nowadays, the state-of-the-art model for language
understanding, outperforming previous models and
opening new perspectives in the Natural Language
Processing (NLP) field. Recent similar work was
conducted for Arabic which is increasingly gaining
attention. In our work, we used three BERT Arabic
variants: AraBERT (Antoun et al., 2020), ARBERT
(Abdul-Mageed et al., 2020), MARBERT (Abdul-
Mageed et al., 2020) and Arabic BERT (Safaya
et al., 2020). Added-on, we used the xlarge version
Arabic Albert2.

3.1 AraBERT

AraBERT (Antoun et al., 2020), was trained on 70
million sentences, equivalent to 24 GB of text, cov-
ering news in Arabic from different media sources.
It achieved state-of-the-art performances on three
Arabic tasks including Sentiment Analysis. Yet,
the pre-training dataset was mostly in MSA and
therefore can’t handle dialectal Arabic as much as
official Arabic.

3.2 ARBERT

ARBERT (Abdul-Mageed et al., 2020) is a large-
scale pretrained language model using BERT
base’s architecture and focusing on MSA. It was
trained on 61 GB of text gathered from books, news
articles, crawled data and the Arabic Wikipedia.
The vocabulary size was equal to 100k WordPieces
which is the largest compared to AraBERT (60k
for Arabic out of 64k) and mBERT (5k for Arabic
out of 110k).

3.3 MARBERT

MARBERT, also by (Abdul-Mageed et al., 2020),
is a large-scale pretrained language model using
BERT base’s architecture and focusing on the var-
ious Arabic dialects. It was trained on 128 GB
of Arabic Tweets. The authors chose to keep the
Tweets that have at least three Arabic words. There-
fore, Tweets that have three or more Arabic words
and some other non-Arabic words are kept. This is
because dialects are often times mixed with other
foreign languages. Hence, the vocabulary size is
equal to 100k WordPieces. MARBERT enhances
the language variety as it focuses on representing
the previously underrepresented dialects and Ara-
bic variants.

2https://github.com/KUIS-AI-Lab/Arabic-ALBERT
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3.4 Arabic ALBERT

Arabic ALBERT2 by (KUIS-AI-Lab) models were
pretrained on 4.4 Billion words: Arabic version of
OSCAR (unshuffled version of the corpus) filtered
from Common Crawl and Recent dump of Arabic
Wikipedia. Also, the corpus and vocabulary set are
not restricted to MSA, but contain some dialectical
Arabic too.

3.5 Arabic BERT

Arabic BERT (Safaya et al., 2020) is a set of BERT
language models that consists of four models of dif-
ferent sizes trained using masked language model-
ing with whole word masking (Devlin et al., 2018).
Using a corpus that consists of the unshuffled ver-
sion of OSCAR data (Ortiz Suárez et al., 2020)
and a recent data dump from Wikipedia, which
sums up to 8.2B words, a vocabulary set of 32,000
Wordpieces was constructed. The final version of
corpus contains some non-Arabic words inlines.
The corpus and the vocabulary set are not restricted
to MSA, they contain some dialectical (spoken)
Arabic too, which boosted models performance in
terms of data from social media platforms.

3.6 Fine-tuning

We use these pretrained language models and build
upon them to obtain our final models. Other than
outperforming previous techniques, huge amounts
of unlabelled text have been used to train general
purpose models. Fine-tuning them on much smaller
annotated datasets achieves good results thanks to
the knowledge gained during the pretraining phase,
which is expensive especially in terms of compu-
tational power. Hence, given our relatively small
dataset, we chose to fine-tune these pretrained mod-
els. The fine-tuning actually consists of adding an
untrained layer of neurons on top of the pretrained
model and only tweaking the weights of the last
layers to adjust them to the new labelled dataset.
We chose to train our models on a Google Cloud
GPU using Google Colaboratory. The average
training time of one model is around 10 minutes.
We experimented with Arabic ALBERT, Arabic
BERT, AraBERT, ARBERT and MARBERT with
different hyperparameters.
The final model that we used to make the submis-
sion is a model based on BERT-base-arabic, trained
for 10 epochs with a learning rate of 5e-5, a batch
size of 32 and max sequence length of 128.

4 Development dataset results

We have validated our models through the develop-
ment dataset as mentioned in the data section. The
results of all models were close but the BERT-base-
arabic achieved the best results performing 78.27%
F1 score. For reference, and to compare with other
models, we also showcase the results obtained with
ARBERT, AraBERT, and Arabic ALBERT in Table
1.

• The best ARBERT model was achieved using
2e-5 learning rate, 32 batch size, 10 epochs,
128 max length.

• The best MARBERT model was achieved
using 6e-5 learning rate, 32 batch size, 10
epochs, 128 max length.

• The best AraBERT model was achieved using
4e-5 learning rate, 32 batch size, 10 epochs,
128 max length.

• The best ALBERT Arabic model was
achieved using 2e-5 learning rate, 16 batch
size, 8 epochs, 128 max length.

5 Official submission results

Table 1 presents the results obtained over devel-
opment data for Fighting COVID-19 Infodemic.
The result of all the models used are very close.
However, bert-base-arabic outperformed all other
models. This may be due to the pretrained data
for bert-base-arabic. The final version has some
non-Arabic words inlines. Also, the corpus of bert-
base-arabic and vocabulary set are not restricted
to MSA, they contain some dialectical Arabic too
which can boost the model performance in terms
of data from social media.
Table 2 reviews the official results of iCompass
system against the top three ranked systems.
Table 3 presents the official results per class of
iCompass system.

6 Conclusion

This paper describes the system built in the NLP4IF
2021 shared Task , along with comprehensive
results. Various learning techniques have been
investigated using five language models (Arabic
ALBERT, AraBERT, ARBERT, MARBERT, and
BERT-base-arabic) to accomplish the task of Fight-
ing the COVID-19 Infodemic. The results show
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Model F1 Score Precision Recall
ARBERT 0.7734 0.8153 0.7502
MARBERT 0.7654 0.7879 0.7662
AraBERT 0.7635 0.8223 0.7403
ALBERT-Arabic 0.7603 0.8202 0.7399
BERT-base-Arabic 0.7827 0.8255 0.7712

Table 1: Models performances on the Dev dataset.

Team Rank F1 Score
R00 1 0.781
iCompass 2 0.748
HunterSpeechLab 3 0.741
advex 4 0.728

Table 2: Official Results on Test set and ranking as reported by the task organisers (Shaar et al., 2021).

Questions F1 Score
Q1 0.797
Q2 0.746
Q3 0.881
Q4 0.796
Q5 0.544
Q6 0.885
Q7 0.585

Table 3: Official Results for each classifier as reported by the task organisers (Shaar et al., 2021).

that BERT-base-arabic outperforms all of the pre-
viously listed models in terms of overall perfor-
mance, and was chosen for the final submission.
Future work will include developing larger con-
textualized pretrained models and improving the
current COVID-19 Infodemic Detection .
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Abstract

This paper describes the TOKOFOU system, an
ensemble model for misinformation detection
tasks based on six different transformer-based
pre-trained encoders, implemented in the con-
text of the COVID-19 Infodemic Shared Task
for English. We fine tune each model on
each of the task’s questions and aggregate their
prediction scores using a majority voting ap-
proach. TOKOFOU obtains an overall F1 score
of 89.7%, ranking first.

1 Introduction

Social media platforms, e.g., Twitter, Instagram,
Facebook, TikTok among others, are playing a ma-
jor role in facilitating communication among indi-
viduals and sharing of information. Social media,
and in particular Twitter, are also actively used by
governments and health organizations to quickly
and effectively communicate key information to
the public in case of disasters, political unrest, and
outbreaks (Househ, 2016; Stefanidis et al., 2017;
LaLone et al., 2017; Daughton and Paul, 2019;
Rogers et al., 2019).

However, there are dark sides to the use of social
media. The removal of forms of gate-keeping and
the democratization process of the production of
information have impacted the quality of the con-
tent that becomes available. Misinformation, i.e.,
the spread of false, inaccurate, misleading informa-
tion such as rumors, hoaxes, false statements, is a
particularly dangerous type of low quality content
that affects social media platforms. The dangers
of misinformation are best illustrated by consider-
ing the combination of three strictly interconnected
factors: (i) the diminishing abilities to discrimi-
nate between trustworthy sources and information
from hoaxes and malevolent agents (Hargittai et al.,
2010); (ii) a faster, deeper, and broader spread than
true information, especially for topics such as dis-
asters and science (Vosoughi et al., 2018); (iii) the

elicitation of fears and suspicions in the population,
threatening the texture of societies.

The COVID-19 pandemic is the perfect target
for misinformation: it is the first pandemic of the
Information Age, where social media platforms
have a primary role in the information-sphere; it
is a natural disaster, where science plays a key
role to understand and cure the disease; knowl-
edge about the SARS-CoV-2 virus is limited and
the scientific understanding is continually develop-
ing. To monitor and limit the threats of COVID-19
misinformation, different initiatives have been ac-
tivated (e.g., #CoronaVirusFacts Alliance1, EUvs-
Disinfo2), while social media platforms have been
enforcing more stringent policies. Nevertheless,
the amount of produced misinformation is such that
manual intervention and curation is not feasible,
calling for the development of automatic solutions
grounded on Natural Language Processing.

The proposed shared task on COVID-19 mis-
information presents innovative aspects mirroring
the complexity and variation of phenomena that
accompanies the spread of misinformation about
COVID-19, including fake news, rumors, conspir-
acy theories, racism, xenophobia and mistrust of
science, among others. To embrace the variation
of the phenomena, the task organizers have devel-
oped a rich annotation scheme based on seven ques-
tions (Shaar et al., 2021). Participants are asked
to design a system capable of automatically label-
ing a set of messages from Twitter with a binary
value (i.e., yes/no) for each of the seven questions.
Train and test data are available in three languages,
namely English, Arabic, and Bulgarian. Our team,
TOKOFOU, submitted predictions only for the En-
glish data by developing an ensemble model based
on a combination of different transformer-based
pre-trained language encoders. Each pre-trained
model has been selected to match the language va-

1https://bit.ly/3uGjwEr
2https://bit.ly/3wPqsBg
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riety of the data (i.e., tweet) and the phenomena
entailed by each of the questions. With an overall
F1 score of 89.7 our system ranked first3.

2 Data

The English task provides both training and devel-
opment data. The data have been annotated using
a in-house crowdsourcing platform following the
annotation scheme presented in Alam et al. (2020).

The scheme covers in a very extensive way
the complexity of the phenomena that surrounds
COVID-19 misinformation by means of seven key
questions. The annotation follows a specific pattern
after the first question (Q1), that aims at checking
whether a message is a verifiable factual claim. In
case of a positive answer, the annotator is presented
with an additional set of four questions (Q2–Q5)
addressing aspects such as presence of false infor-
mation, interest for the public, presence of harmful
content, and check-worthiness. After this block,
the annotator has two further questions. Q6 can be
seen as a refinement of the presence of harmful con-
tent (i.e, the content is intended to harm society or
weaponized to mislead the society), while Q7 asks
the annotator whether the message should receive
the attention of a government authority. In case
of a negative answer to Q1, the annotator jumps
directly to Q6 and Q7. Quite interestingly, Q6 lists
a number of categories to better identify the nature
of the harm (e.g., satire, joke, rumor, conspiracy,
xenophobic, racist, prejudices, hate speech, among
others).

The labels of the original annotation scheme
present fine-grained categories for each questions,
including a not sure value. For the task, the set of
labels has been simplified to three: yes, no, and
nan, with this latter corresponding in some cases to
the not sure value. Indeed, due to the dependence
of Q2–Q5 to a positive answer to Q1, some nan
values for this set of questions can also correspond
to not applicable rather than to not sure making the
task more challenging than one would expect.

For English, the organisers released 869 anno-
tated messages for training, 53 for development,
and 418 for testing. The distribution of the labels
for each question in the training data is reported
in Figure 1. As the figures show, the dataset is
unbalanced for all questions. While the majority
of messages present potential factual claims (Q1),
only a tiny minority has been labelled as containing
false information (Q2) with a very high portion re-

3Source code is available at https://git.io/JOtpH.

Figure 1: Distribution of the categories for each ques-
tion in the training data.

Figure 2: φ coefficients between question pairs, exclud-
ing nan values.

ceiving a nan label, suggesting that discriminating
whether a claim is false or not is a difficult task
for human annotators. Similar observations hold
for Q3–Q5. Q6 is a refinement of Q4 about the
nature of the harm. The low amount of nan values
indicates a better reliability of the annotators in
deciding the specific type of harms. Q7 also ap-
pears to elicit more clear-cut judgements. Finally,
with the exception of questions Q4–Q7 which ex-
hibit a weak pairwise covariance, no noteworthy
correlation is discernible (refer to Figure 2).

3 System Overview

Our system is a majority voting ensemble model
based on a combination of six different transformer-
based pre-trained encoders, each selected targeting
a relevant aspect of the annotated data such as do-
main, topic, and specific sub-tasks.
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3.1 BERT Models

Preliminary data analysis and manual inspection
of the input texts strongly hint at the notable diffi-
culty of the problem. The questions our model will
be called to answer are high-level semantic tasks
that sometimes go beyond sentential understanding,
seemingly also relying on external world knowl-
edge. The limited size of the dataset also rules
out the possibility for a task-specific architecture,
even more so if one considers the effective loss
of data from nan labels and the small proportion
of development samples, factors that increase the
risk of overfitting. Knowledge grounding with a
static external source becomes impractical in view
of the rapid pace of events throughout the COVID-
19 pandemic: a claim would need to be contrasted
against a distinct version of the knowledge base
depending on when it was expressed, inserting sig-
nificant overhead and necessitating an additional
timestamp input feature.4

In light of the above, we turn our attention to
pretrained BERT-like models (Devlin et al., 2019).
BERT-like models are the workhorses in NLP,
boasting a high capacity for semantic understand-
ing while acting as implicit rudimentary knowledge
bases, owing to their utilization of massive amounts
of unlabeled data (Petroni et al., 2019; Rogers et al.,
2020). Among the many candidate models, the
ones confined within the twitter domain make for
the most natural choices. Language use in twit-
ter messages differs from the norm, in terms of
style, length, and content. A twitter-specific model
should then already be accustomed to the partic-
ularities of the domain, relieving us from either
having to account for domain adaptation, or relying
on external data. We obtain our final set of mod-
els by filtering our selection in accordance with a
refinement of the tasks, as expressed by the ques-
tions of the annotation schemes, and the domain.
In particular, we focus our selection of models ac-
cording to the following criteria: (i) models that
have been pre-trained on the language domain (i.e,
Twitter); (ii) models that have been pre-trained on
data related to the COVID-19 pandemic; and (iii)
models that have been pre-trained or fine tuned for
high-level tasks (e.g., irony and hate speech detec-
tion) expressed by any of the target questions. In
this way, we identified and used six variations of
three pre-trained models, detailed in the following
paragraphs.

4This is especially relevant in the task’s context, where the
training/development and test data are temporally offset by
about a year.

BERTWEET (Nguyen et al., 2020) is a
RoBERTabase model (Liu et al., 2019) trained from
scratch on 850M tweets. It is a strong baseline that,
fine tuned, achieves state-of-the-art benchmarks
on the SemEval 2017 sentiment analysis and the
SemEval 2018 irony detection shared tasks (Rosen-
thal et al., 2017; Van Hee et al., 2018). Here, we
use a variant of the model, additionally trained on
23M tweets related to the COVID-19 pandemic,
collected prior to September 2020.

CT-BERT (Müller et al., 2020) is a pre-trained
BERTlarge model, adapted for use in the twitter
setting and specifically the COVID-19 theme by
continued unsupervised training on 160M tweets
related to the COVID-19 pandemic and collected
between January and April 2020. Fine tuned and
evaluated on a small range of tasks, it has been
shown to slightly outperform the original.

TWEETEVAL (Barbieri et al., 2020) is a pre-
trained RoBERTabase model, further trained with
60M tweets, randomly collected, resulting in a
Twitter-domain adapted version. We use a selection
of four TWEETEVAL models, each fine tuned for
a twitter-specific downstream task: hate speech-,
emotion- and irony-detection, and offensive lan-
guage identification.

3.2 Fine-tuning

The affinity between the above models and the task
at hand allows us to use them for sentence vec-
torization as-is, requiring only an inexpensive fine
tuning pass. We attach a linear projection on top of
each model, which maps its [CLS] token represen-
tation to ||Q|| = 7 outputs, one per question. The
sigmoid-activated outputs act as independent logits
for binary classification of each question and the en-
tire network is trained through summing their cross-
entropy losses. We train for 15 epochs on batches
of 16 tweets, using the AdamW (Loshchilov and
Hutter, 2017) optimizer with a learning rate of
3 · 10−5 and weight decay of 0.01, without penal-
izing predictions corresponding to nan gold labels.
We add dropout layers of rate 0.5 in each model’s
classification head. We perform model selection
on the basis of mean F1-score on the development
set, and report results in Table 1. As the figures
show, no single model outperforms the rest. Indeed,
performance largely varies both across models and
questions, with best scores scattered over the table.
Similar results occur when repeating the experi-
ments with different random seeds.
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Models average Q1 Q2 Q3 Q4 Q5 Q6 Q7
BERTWEET 83.6 86.5 78.4 86.9 88.8 73.4 87.9 83.0
CT-BERT 81.3 92.4 76.5 88.5 90.5 68.1 80.5 72.4
TWEETEVAL-hate 84.8 88.6 84 85.3 90.6 82.7 85.8 70.7
TWEETEVAL-emotion 84.5 78.2 85.9 91.8 89.0 81.4 85.0 80.0
TWEETEVAL-irony 85.7 86.5 96.1 85.2 81.6 81.5 88.7 76.7
TWEETEVAL-offensive 82.9 90.5 74.5 84.1 92.2 72.6 84.4 81.5

average 83.8 87.1 82.6 87.0 88.8 76.6 85.4 77.4

Ensemble 84.6 90.6 78.4 91.8 92.2 76.9 90.9 78.5

Table 1: Best mean F1-scores (%) reported in the development set individually for each question as well as their
average (with implicit exclusion of nan labels for Q2-Q5). Best scores are in bold.

3.3 Aggregation
The proposed ensemble model aggregates predic-
tions scores along the model axis by first rounding
them (into positive or negative labels) and then se-
lecting the final outcome by a majority rule. The
ensemble performs better or equally to all individ-
ual models in 3 out of 7 questions in the develop-
ment set, and its metrics lie above the average for 6
of them. Keeping in mind the small size of the de-
velopment set, we refrain from altering the voting
scheme, expecting the majority-based model to be
the most robust.

During training, we do not apply any pre-
processing of the data and rely on the respective
tokenizer of each model, but homogenize test data
by removing URLs.

4 Results and Discussion

Results on the test data are illustrated in Table 2.
Two of the three organizers’ baselines, namely the
majority voting and the ngram baseline, provide
already competitive scores. Our ensemble model
largely outperforms all of them. The delta with
the second best performing system is 0.6 points in
F1 score, with a better Recall for TOKOFOU of 3
points.

System Precision Recall F1
TOKOFOU 90.7 89.6 89.7
Majority Baseline 78.6 88.3 83.0
Ngram Baseline 81.9 86.8 82.8
Random Baseline 79.7 38.9 49.6

Table 2: Results on English test data - average on all
questions - and comparison with organizers’ baselines.

When looking at the results per question,5 TOKO-
FOU achieves an F1 higher than 90 on Q2 (91.3),
Q3 (97.8), and Q6 (90.8). With the exclusion of
Q6, the majority baseline on Q2 and Q3 is 92.7

5Leaderboard is available here: https://tinyurl.
com/2drvruc

and 100, respectively. This indicates that label im-
balance affects the test data as well. At the same
time, the performance of ngram baseline suggest
that lexical variability is limited. This is not ex-
pected given the large variety of misinformation
topics that seems affect the discussion around the
COVID-19 pandemic. These results justify both
our choice of models for the ensemble and majority
voting as a robust aggregation method.

5 Conclusion

We participated in the COVID-19 misinformation
shared task with an ensemble of pre-trained BERT-
based encoders, fine-tuning each model for predic-
tions in all questions and aggregating them into a
final answer through majority voting. Our system
is indeed a strong baseline for this task showing
the effectiveness of available pre-trained language
models for Twitter data, mixed with variants fine
tuned for a specific topic (COVID-19) and multiple
downstream tasks (emotion detection, hate-speech,
etc.). Results indicate that this holistic approach
to transfer learning allows for a data-efficient and
compute-conscious methodology, omitting the of-
ten prohibitive computational requirement of re-
training a model from scratch for a specific task,
in favour of an ensemble architecture based on
task/domain-similar solutions from a large ecosys-
tem of publicly available models.

With appropriate scaling of the associated
dataset, a system as proposed by this paper can
be suitably integrated into a human-in-the-loop sce-
nario, serving as an effective assistant in (semi-)
automated annotation of Twitter data for misinfor-
mation.
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Abstract

We present machine learning classifiers to au-
tomatically identify COVID-19 misinforma-
tion on social media in three languages: En-
glish, Bulgarian, and Arabic. We compared
4 multitask learning models for this task and
found that a model trained with English BERT
achieves the best results for English, and mul-
tilingual BERT achieves the best results for
Bulgarian and Arabic. We experimented with
zero shot, few shot, and target-only conditions
to evaluate the impact of target-language train-
ing data on classifier performance, and to un-
derstand the capabilities of different models to
generalize across languages in detecting misin-
formation online. This work was performed as
a submission to the shared task, NLP4IF 2021:
Fighting the COVID-19 Infodemic. Our best
models achieved the second best evaluation
test results for Bulgarian and Arabic among all
the participating teams and obtained competi-
tive scores for English.

1 Introduction

Automatic detection of misinformation online is a
crucial problem that has become increasingly nec-
essary in recent years. Misinformation is shared
frequently online, especially via social media plat-
forms which generally do not filter content based
on veracity. The ongoing COVID-19 pandemic has
highlighted the importance of creating tools to au-
tomatically identify misinformation online and to
help stop the spread of deceptive messages. During
a global health crisis, misinformation can cause
tremendous damage. A recent study polled Amer-
icans about beliefs in COVID-19 misinformation,
and found that many conspiracy theories were be-
lieved by a substantial percentage of participants.
For example, 20% of participants believed that the
pandemic is a ruse “to install tracking devices in-
side our bodies.” Such conspiracy theories, when
shared widely online, could influence people to
make choices based on those beliefs which can

jeopardize their own health and safety as well as
others around them.

There has been recent work in the NLP commu-
nity aimed at identifying general misinformation
on social media (Shu et al., 2017; Mitra et al., 2017)
and particularly COVID-19 misinformation (Hos-
sain et al., 2020). Most of this prior work has
focused on data in English. In this paper we ad-
dress the problem of cross-lingual identification of
COVID-19 misinformation. There is a severe data
shortage of high quality datasets that are labeled for
misinformation in multiple languages. Because of
this, we need to develop models of deception and
misinformation that can leverage large amounts of
training data in a source language, such as English,
and generalize to new target languages.

Some prior work on misinformation and decep-
tion detection has been applied to a cross-cultural
setting (Pérez-Rosas and Mihalcea, 2014) and re-
cently to a cross-lingual setting (Capuozzo et al.,
2020b,a). Whereas previous approaches have fo-
cused on single task models, in this work we train
four different multitask models and demonstrate
their performance in cross-lingual settings for iden-
tifying misinformation in social media. Two of
these models are based on BERT (Devlin et al.,
2019). We show that even with no training data in
the target language, the multilingual BERT based
model can obtain 0.685 F1 in English, 0.81 F1 in
Bulgarian and 0.672 F1 in Arabic.

2 Data

Language→ English Bulgarian Arabic
Train 451 (869) 3000 198 (2536)
Dev 53 350 20 (520)
Test 418 357 1000
Total 922 (1340) 3707 1218 (4056)

Table 1: Data sizes for the three languages. The num-
bers within parentheses denote the sizes after adding
additional data that was released for the shared task.
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Language Split Q1 Q2 Q3 Q4 Q5 Q6 Q7

English Train 569 Y / 300 N 39 Y / 460 N 510 Y / 51 N 156 Y / 409 N 185 Y / 384 N 138 Y / 729 N 229 Y / 634 N
Dev 27 Y / 26 N 4 Y / 20 N 22 Y / 5 N 11 Y / 16 N 12 Y / 15 N 6 Y / 47 N 8 Y / 45 N

Bulgarian Train 1933 Y / 1067 N 64 Y / 1897 N 1910 Y / 55 N 181 Y / 1770 N 392 Y / 1557 N 316 Y / 2680 N 300 Y / 2655 N
Dev 315 Y / 35 N 5 Y / 316 N 308 Y / 12 N 25 Y / 288 N 62 Y / 254 N 62 Y / 288 N 69 Y / 275 N

Arabic Train 1926 Y / 610 N 376 Y / 1545 N 1895 Y / 22 N 351 Y / 1566 N 936 Y / 990 N 459 Y / 2075 N 2208 Y / 328 N
Dev 225 Y / 295 N 12 Y / 210 N 221 Y / 4 N 23 Y / 201 N 107 Y / 118 N 41 Y / 478 N 379 Y / 141 N

Table 2: Distribution of the labels (Yes/No) in the training and dev sets for different languages. The numbers
shown are after considering the additional data for train and dev.

We used the tweet data provided for the Fighting
the COVID-19 Infodemic shared task (Shaar et al.,
2021).1 The data was created by answering 7 ques-
tions about COVID-19 for each tweet (Shaar et al.,
2021). Questions include: Q1 – Does the tweet
contain a verifiable factual claim? Q2 – Does the
tweet appear to contain false information? Each
question has a Yes/No (binary) annotation. How-
ever, the answers to Q2, Q3, Q4 and Q5 are all
"nan" if the answer to Q1 is No. The data includes
tweets in three languages: English, Bulgarian and
Arabic. An example of an English tweet from the
dataset along with its 7 labels is shown below.

Tweet: Anyone else notice that COVID-19
seemed to pop up almost immediately after
impeachment failed?
Labels: Q1 Yes, Q2 Yes, Q3 Yes, Q4 Yes,
Q5 No, Q6 Yes, Q7 No

The training, development and test data sizes for
each of the three languages are shown in Table 1
and the distribution of the Yes/No labels are shown
in Table 2.

3 Methodology

The task is to predict 7 properties of a tweet about
COVID-19 misinformation based on the corre-
sponding 7 questions mentioned in Section 2. We
use four multitask learning models for this task as
described below.

Logistic regression The logistic regression
model is a linear model where the output is passed
through 7 different linear layers for each predic-
tion. The input to logistic regression model is word
embeddings for a given sequence of words. The
embedding layer is initialized randomly. We repre-
sent the sequence of words as the sum of the token
level embeddings for a given sentence. The loss
is computed as the sum of the cross entropy loss
for each of the 7 tasks. This logistic regression

1https://gitlab.com/NLP4IF/nlp4if-2021

model is a simple approach and provides a baseline
to compare other more complex models with.

Transformer encoder The logistic regression
model ignores the word order in the input sen-
tence and handles the input as a bag of words.
To consider word order, models such as LSTMs
(Hochreiter and Schmidhuber, 1997) and more re-
cently attention based networks called transformers
(Vaswani et al., 2017) have been shown to be effec-
tive. A transformer encoder model is an attention
based model that uses positional embeddings to
incorporate word order. We add a [CLS] token in
the beginning of each sentence. The classification
is done based on the [CLS] token’s representation.
For our multitask objective, the [CLS] token’s
representation is passed through 7 different linear
layers separately to produce the logits correspond-
ing to the 7 tasks. As in the case of the logistic
regression model, the loss is computed as the sum
of the cross-entropy loss for each task.

English BERT BERT (Devlin et al., 2019) is a
large language model trained on a gigantic amount
of text data from BookCorpus (Zhu et al., 2015)
and Wikipedia. Pre-trained BERT has been shown
to be effective in a wide range of NLP tasks (De-
vlin et al., 2019) by fine-tuning on data for a spe-
cific task. For our multitask objective, we use the
[CLS] token’s representation of BERT and pass
it through 7 separate linear layers to produce the
logits corresponding to the 7 tasks. The loss is
computed as the sum of the cross entropy loss for
each task.

Multilingual BERT Multilingual BERT (m-
BERT) (Devlin et al., 2019) is a single large lan-
guage model pre-trained from monolingual corpora
in 104 languages. It has been shown to have strong
cross-lingual generalization ability (K et al., 2020).
m-BERT also manages to transfer knowledge be-
tween languages that have very little or no lexical
overlap (Pires et al., 2019). For our multitask ob-
jective, similar to BERT we use the [CLS] token’s
representation of BERT and pass it through 7 sepa-
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Trg. Lang. Setup Src. Lang.: Bulgarian Src. Lang.: Arabic
Log. Reg. Transf. Enc. BERT m-BERT Log. Reg. Transf. Enc. BERT m-BERT

English

zero 0.523 0.569 0.488 0.685 0.436 0.517 0.594 0.683
few50 0.601 0.578 0.643 0.672 0.537 0.553 0.63 0.659

few100 0.607 0.619 0.621 0.659 0.622 0.609 0.639 0.663
few150 0.635 0.61 0.632 0.655 0.627 0.61 0.729 0.665
few200 0.674 0.635 0.713 0.696 0.661 0.686 0.722 0.68

full 0.713 0.67 0.729 0.7 0.715 0.68 0.745 0.712
trg 0.698 0.686 0.745 0.722 0.698 0.686 0.745 0.722

Trg. Lang. Setup Src. Lang.: English Src. Lang.: Arabic
Log. Reg. Transf. Enc. BERT m-BERT Log. Reg. Transf. Enc. BERT m-BERT

Bulgarian

zero 0.37 0.804 0.803 0.81 0.558 0.805 0.803 0.808
few50 0.776 0.8 0.81 0.819 0.794 0.804 0.811 0.815

few100 0.781 0.81 0.816 0.823 0.799 0.808 0.818 0.821
few150 0.796 0.819 0.819 0.821 0.8 0.816 0.82 0.821
few200 0.807 0.82 0.816 0.825 0.8 0.811 0.822 0.82

full 0.812 0.815 0.822 0.834 0.821 0.812 0.822 0.836
trg 0.814 0.81 0.822 0.843 0.814 0.81 0.822 0.843

Trg. Lang. Setup Src. Lang.: English Src. Lang.: Bulgarian
Log. Reg. Transf. Enc. BERT m-BERT Log. Reg. Transf. Enc. BERT m-BERT

Arabic

zero 0.422 0.585 0.599 0.672 0.547 0.615 0.558 0.638
few50 0.727 0.69 0.675 0.775 0.676 0.647 0.657 0.76

few100 0.743 0.686 0.692 0.824 0.698 0.734 0.662 0.753
few150 0.718 0.689 0.698 0.791 0.726 0.688 0.652 0.775

full 0.747 0.74 0.712 0.787 0.708 0.716 0.679 0.764
trg 0.649 0.684 0.735 0.738 0.649 0.684 0.735 0.738

Table 3: Cross-lingual (source language→ target language) results (F1 score) on the development set. fewx setup
denotes that only x samples in the target language are used for training.

rate linear layers to produce the logits correspond-
ing to the 7 tasks. The loss is computed as the sum
of the cross entropy loss for each task.

3.1 Post-processing

The multitask learning models produce outputs
which may not satisfy the required constraint that
if the prediction for Q1 is No, then the predictions
for Q2, Q3, Q4 and Q5 should all be "nan". To
make sure that this constraint is satisfied, we apply
post-processing to the output. The post-processing
involves overwriting the prediction for Q2, Q3, Q4,
Q5 to “nan” if the prediction for Q1 is No. The
post-processing does not have any impact if the
prediction to Q1 is Yes.

4 Experiments

We performed cross lingual experiments in differ-
ent setups as outlined below. We are interested
in gauging the cross-lingual ability of prediction
models when trained on data from one language
(source language) and tested on data from another
language (target language). We compare 4 exper-
imental conditions, varying the amount of source
language and target language data that is used for
training. The four conditions are described below.
Zero shot In this condition, we only used the
source language training data to train the model.
The model does not see any training data in the tar-
get language and we only evaluated the model on
the target language dev set. The advantage of the

zero shot setup is that it enables us to evaluate the
prediction models in conditions when no training
data is available in the target language.
Few shot In this setup, we considered all the source
language training data combined with x training
samples from the target language. We set x to 50,
100, 150 and 200. We select x samples from the
complete target language training data uniformly at
random to simulate the few shot setup. For Arabic,
the number of training data samples is 198 (without
using additional data, see Table 1). So we set x to
50, 100, and 150. The advantage of the few shot
setup is that it enables us to gauge the performance
when only a handful of training samples are avail-
able in the target language.
Full shot In this setup, we used all the available
training data from the source and target languages
for training the model. This setup is useful to see
the impact of the source language training data
when combined to the target language training data.
Target In this setup, we used only the target lan-
guage training data for training. This setup enables
us to evaluate the models when there is availability
of training data in the target language, and compare
monolingual with cross-lingual classification.

4.1 Training
We implemented the models, training and evalua-
tion pipelines using PyTorch (Paszke et al., 2019).2

For the logistic regression and the transformer en-
2The code is available in https://github.com/

subhadarship/nlp4if-2021.
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coder models, we first tokenized the tweets and
normalized the emojis, urls and usernames.3 We
tuned the hidden layer size {128, 256, 512} and the
maximum vocabulary size {8k, 16k, 32k} by con-
sidering only the most frequent set of tokens. We
set the dropout to 0.1 and used the Adam optimizer
setting the learning rate to 0.0005. For the trans-
former encoder model, we used 3 encoder layers
and 8 heads.

For the BERT based models, we used the Trans-
formers library (Wolf et al., 2020) and loaded the
bert-base-uncasedmodel for English BERT
and bert-base-multilingual-cased
model for m-BERT, and also the corresponding
tokenizers. We tuned the hidden layer size {128,
256, 512} of the added linear layer and the learning
rate {0.0005, 0.005, 0.05}. The optimizer used was
Adam. We also experimented with two variants:
training the BERT pre-trained weights or freezing
them. We found that freezing them resulted in
better results overall. For training all the models,
we used early stopping, that is, we stopped training
when the dev F1 score does not improve for 10
consecutive epochs.

5 Results

Lang. Model Dev F1 Test F1No add. data Add. data
En BERT 0.745 0.729 0.736
Bg m-BERT 0.843 - 0.817
Ar m-BERT 0.556 0.688 0.741

Table 4: Best scores on the dev set and final score on the
test set. Best scores were obtained when trained in the
target setup. For Arabic the dev set used for evaluation
contains the additional data also (see Table 1).

For most experiments, we evaluate on the target
language dev sets, since those labels are available
for evaluation. We also report the final test set
evaluation, which was conducted by the organiz-
ers based on our submitted predicted labels for the
blind test set. We used the initial data release for
most of our reported experiments (i.e. without the
additional data released by the shared task organiz-
ers closer to the deadline) unless otherwise noted.
Table 3 shows the results for different source-target
language pairs, comparing the 4 multitask learn-
ing models in the multiple experimental conditions

3We used the script from https://github.
com/VinAIResearch/BERTweet/blob/master/
TweetNormalizer.py for tokenization and normaliza-
tion of tweets.

(zero shot, few shot, target). The results indicate
that out of all the four models considered, fine-
tuning multilingual BERT generalizes best across
languages. Remarkably, for the target language
Bulgarian, even without using any Bulgarian train-
ing data, multilingual BERT obtains 0.81 F1 score
when trained on English only and 0.808 F1 score
when trained on Arabic only. As we increase the
target language training samples in the few shot
setup, the performance increases, as one would ex-
pect. For each model, the best scores are usually
obtained by using all the target language training
data, either in the full shot setup or in the target-
only setup. Overall, multilingual BERT achieves
the best F1 scores.

We identified the best systems based on the dev
set scores and predicted the test set labels using
them. Table 4 shows the top performing models
that we submitted for test evaluation, along with
their dev and test F1 scores. In addition, the table
shows a comparison between the dev F1 scores
with and without the additional training data. Sur-
prisingly, the additional English training data did
not improve the English F1 score. However, using
the additional Arabic training data resulted in a
substantial improvement in Arabic F1 score.

6 Conclusion

In this paper, we described Hunter SpeechLab’s
submission to the shared task, NLP4IF 2021: Fight-
ing the COVID-19 Infodemic. We explored the
cross-lingual generalization ability of multitask
models trained from scratch (logistic regression,
transformer encoder) and pre-trained models (En-
glish BERT, m-BERT) for deception detection. We
found that even without using any training sam-
ples in Bulgarian and Arabic (zero shot), m-BERT
achieves impressive scores when evaluating on
those languages. In some cases, using just a few
training samples in the target language achieves
results equal or better than using all the training
data in the target language. Our best systems are
based on English BERT for English and multilin-
gual BERT for Bulgarian and Arabic. We obtained
competitive evaluation test scores on all the three
languages, especially Bulgarian and Arabic for
which we obtained second best scores among all
participating teams. In future work we will further
explore the cross-lingual generalization ability of
BERT based models in detecting false or deceptive
information.
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Abstract
The massive spread of false information on
social media has become a global risk es-
pecially in a global pandemic situation like
COVID-19. False information detection has
thus become a surging research topic in recent
months. NLP4IF-2021 shared task on fighting
the COVID-19 infodemic has been organised
to strengthen the research in false information
detection where the participants are asked to
predict seven different binary labels regarding
false information in a tweet. The shared task
has been organised in three languages; Ara-
bic, Bulgarian and English. In this paper, we
present our approach to tackle the task objec-
tive using transformers. Overall, our approach
achieves a 0.707 mean F1 score in Arabic,
0.578 mean F1 score in Bulgarian and 0.864
mean F1 score in English ranking 4th place in
all the languages.

1 Introduction

By April 2021, coronavirus(COVID-19) pandemic
has affected 219 nations around the world with
136 million total cases and 2.94 million deaths.
With this pandemic situation, a rapid increase in
social media usage was noticed. In measures, dur-
ing 2020, 490 million new users joined indicat-
ing a more than 13% year-on-year growth (Kemp,
2021). This growth is mainly resulted due to the
impacts on day-to-day activities and information
sharing and gathering requirements related to the
pandemic.

As a drawback of these exponential growths, the
dark side of social media is further revealed during
this COVID-19 infodemic (Mourad et al., 2020).
The spreading of false and harmful information
resulted in panic and confusions which make the
pandemic situation worse. Also, the inclusion of
false information reduced the usability of a huge
volume of data which is generated via social media
platforms with the capability of fast propagation.
To handle these issues and utilise social media data

effectively, accurate identification of false informa-
tion is crucial. Considering the high data genera-
tion in social media, manual approaches to filter
false information require significant human efforts.
Therefore an automated technique to tackle this
problem will be invaluable to the community.

Targeting the infodemic that occurred with
COVID-19, NLP4IF-2021 shared task was de-
signed to predict several properties of a tweet in-
cluding harmfulness, falseness, verifiability, inter-
est to the general public and required attention. The
participants of this task were required to predict
the binary aspect of the given properties for the
test sets in three languages: Arabic, Bulgarian and
English provided by the organisers. Our team used
recently released transformer models with the text
classification architecture to make the predictions
and achieved the 4th place in all the languages
while maintaining the simplicity and universality
of the method. In this paper, we mainly present our
approach, with more details about the architecture
including an experimental study. We also provide
our code to the community which will be freely
available to everyone interested in working in this
area using the same methodology1.

2 Related Work

Identifying false information in social media has
been a major research topic in recent years. False
information detection methods can be mainly cate-
gorised into two main areas; Content-based meth-
ods and Social Context-based methods (Guo et al.,
2020).

Content-based methods are mainly based on the
different features in the content of the tweet. For ex-
ample, Castillo et al. (2011) find that highly credi-
ble tweets have more URLs, and the textual content
length is usually longer than that of lower credi-
bility tweets. Many studies utilize the lexical and

1The GitHub repository is publicly available on https:
//github.com/tharindudr/infominer
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syntactic features to detect false information. For
instance, Qazvinian et al. (2011) find that the part
of speech (POS) is a distinguishable feature for
false information detection. Kwon et al. (2013)
find that some types of sentiments are apparent
features of machine learning classifiers, including
positive sentiments words (e.g., love, nice, sweet),
negating words (e.g., no, not, never), cognitive ac-
tion words (e.g., cause, know), and inferring action
words (e.g., maybe, perhaps). Then they propose a
periodic time-series model to identify key linguis-
tic differences between true tweets and fake tweets.
With the word embeddings and deep learning get-
ting popular in natural language processing, most
of the fake information detection methods were
based on embeddings of the content fed into a deep
learning network to perform the classification (Ma
et al., 2016).

Traditional content-based methods analyse the
credibility of the single microblog or claim in iso-
lation, ignoring the high correlation between dif-
ferent tweets and events. However, Social Context-
based methods take different tweets in a user pro-
file or an event to identify false information. Many
studies detect false information by analyzing users’
credibility (Li et al., 2019) or stances (Mohammad
et al., 2017). Since this shared task is mainly fo-
cused on the content of the tweet to detect false in-
formation, we can identify our method as a content-
based false information identification approach.

3 Data

The task is about predicting several binary proper-
ties of a tweet on COVID-19: whether it is harmful,
whether it contains a verifiable claim, whether it
may be of interest to the general public, whether
it appears to contain false information, etc. (Shaar
et al., 2021). The data has been released for three
languages; English, Arabic and Bulgarian 2. Fol-
lowing are the binary properties that the partici-
pants should predict for a tweet.

I Verifiable Factual Claim: Does the tweet
contain a verifiable factual claim?

II False Information: To what extent does the
tweet appear to contain false information?

III Interest to General Public: Will the tweet
have an effect on or be of interest to the general
public?

2The dataset can be downloaded from https://
gitlab.com/NLP4IF/nlp4if-2021

IV Harmfulness: To what extent is the tweet
harmful to the society?

V Need of Verification: Do you think that a pro-
fessional fact-checker should verify the claim
in the tweet?

VI Harmful to Society: Is the tweet harmful for
the society?

VII Require attention: Do you think that this
tweet should get the attention of government
entities?

4 Architecture

The main motivation for our architecture is the re-
cent success that the transformer models had in vari-
ous natural language processing tasks like sequence
classification (Ranasinghe and Hettiarachchi, 2020;
Ranasinghe et al., 2019; Pitenis et al., 2020), token
classification (Ranasinghe and Zampieri, 2021a;
Ranasinghe et al., 2021), language detection (Jauhi-
ainen et al., 2021), word context prediction (Het-
tiarachchi and Ranasinghe, 2020a, 2021) question
answering (Yang et al., 2019) etc. Apart from pro-
viding strong results compared to RNN based ar-
chitectures (Hettiarachchi and Ranasinghe, 2019;
Ranasinghe et al., 2019), transformer models like
BERT (Devlin et al., 2019) provide pretrained mul-
tilingual language models that support more than
100 languages which will solve the multilingual is-
sues of these tasks (Ranasinghe et al., 2020; Ranas-
inghe and Zampieri, 2021b, 2020).

Transformer models take an input of a sequence
and outputs the representations of the sequence.
There can be one or two segments in a sequence
which are separated by a special token [SEP] (De-
vlin et al., 2019). In this approach we considered a
tweet as a sequence and no [SEP] token is used. An-
other special token [CLS] is used as the first token
of the sequence which contains a special classi-
fication embedding. For text classification tasks,
transformer models take the final hidden state h of
the [CLS] token as the representation of the whole
sequence (Sun et al., 2019). A simple softmax clas-
sifier is added to the top of the transformer model
to predict the probability of a class c as shown in
Equation 1 where W is the task-specific parameter
matrix. In the classification task all the parameters
from transformer as well as W are fine tuned jointly
by maximising the log-probability of the correct
label. The architecture of transformer-based se-
quence classifier is shown in Figure 1.
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p(c|h) = softmax(Wh) (1)

Figure 1: Text Classification Architecture

5 Experimental Setup

We considered the whole task as seven different
classification problems. We trained a transformer
model for each label mentioned in Section 3. This
gave us the flexibility to fine-tune the classifica-
tion model in to the specific label rather than the
whole task. Given the very unbalanced nature of
the dataset, the transformer models tend to overfit
and predict only the majority class. Therefore, for
each label we took the number of instances in the
training set for the minority class and undersam-
pled the majority class to have the same number of
instances as the minority class.

We then divided this undersampled dataset into
a training set and a validation set using 0.8:0.2
split. We mainly fine tuned the learning rate and
number of epochs of the classification model man-
ually to obtain the best results for the development
set provided by organisers in each language. We
obtained 1e−5 as the best value for learning rate
and 3 as the best value for number of epochs for
all the languages in all the labels. The other con-
figurations of the transformer model were set to a
constant value over all the languages in order to en-
sure consistency between the languages. We used a
batch-size of eight, Adam optimiser (Kingma and
Ba, 2014) and a linear learning rate warm-up over
10% of the training data. The models were trained
using only training data. We performed early stop-
ping if the evaluation loss did not improve over
ten evaluation rounds. A summary of hyperparam-
eters and their values used to obtain the reported
results are mentioned in Appendix - Table 3. The

optimized hyperparameters are marked with ‡ and
their optimal values are reported. The rest of the
hyperparameter values are kept as constants. We
did not use any language specific preprocessing
techniques in order to have a flexible solution be-
tween the languages. We used a Nvidia Tesla K80
GPU to train the models. All the experiments were
run for five different random seeds and as the final
result, we took the majority class predicted by these
different random seeds as mention in Hettiarachchi
and Ranasinghe (2020b). We used the following
pretrained transformer models for the experiments.

bert-base-cased - Introduced in Devlin et al.
(2019), the model has been trained on a Wikipedia
dump of English using Masked Language Mod-
elling (MLM) objective. There are two variants
in English BERT, base model and the large model.
Considering the fact that we built seven different
models for each label, we decided to use the base
model considering the resources and time.

roberta-base - Introduced in Liu et al. (2019),
RoBERTa builds on BERT and modifies key hyper-
parameters, removing the next-sentence pretrain-
ing objective and training with much larger mini-
batches and learning rates. RoBERTa has outper-
formed BERT in many NLP tasks and it motivated
us to use RoBERTa in this research too. Again we
only considered the base model.

bert-nultilingual-cased - Introduced in Devlin
et al. (2019), the model has been trained on a
Wikipedia dump of 104 languages using MLM ob-
jective. This model has shown good performance
in variety of languages and tasks. Therefore, we
used this model in Arabic and Bulgarian.

AraBERT Recently language-specific BERT
based models have proven to be very efficient at
language understanding. AraBERT (Antoun et al.,
2020) is such a model built for Arabic with BERT
using scraped Arabic news websites and two pub-
licly available Arabic corpora; 1.5 billion words
Arabic Corpus (El-khair, 2016) and OSIAN: the
Open Source International Arabic News Corpus
(Zeroual et al., 2019). Since AraBERT has out-
performed multilingual bert in many NLP tasks in
Arabic (Antoun et al., 2020) we used this model
for Arabic in this task. There are two version in
AraBERT; AraBERTv0.1 and AraBERTv1, with
the difference being that AraBERTv1 uses pre-
segmented text where prefixes and suffixes were
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Model I II III IV V VI VII Mean

English roberta-base 0.822 0.393 0.821 0.681 0.461 0.235 0.251 0.523
bert-base-cased 0.866 0.461 0.893 0.740 0.562 0.285 0.303 0.587

Arabic
bert-multilingual-cased 0.866 0.172 0.724 0.400 0.557 0.411 0.625 0.536
arabert-v2 0.917 0.196 0.782 0.469 0.601 0.433 0.686 0.583
arabert-v2-tokenized 0.960 0.136 0.873 0.571 0.598 0.424 0.678 0.606

Bulgarian bert-multilingual-cased 0.845 0.098 0.516 0.199 0.467 0.303 0.196 0.375

Table 1: Macro F1 between the algorithm predictions and human annotations for development set in all the lan-
guages. Results are sorted from Mean F1 score for each language.

Model I II III IV V VI VII Mean

English
Best System 0.835 0.913 0.978 0.873 0.882 0.908 0.889 0.897
InfoMiner 0.819 0.886 0.946 0.841 0.803 0.884 0.867 0.864
Random Baseline 0.552 0.480 0.457 0.473 0.423 0.563 0.526 0.496

Arabic
Best System 0.843 0.762 0.890 0.799 0.596 0.912 0.663 0.781
InfoMiner 0.852 0.704 0.774 0.743 0.593 0.698 0.588 0.707
Random Baseline 0.510 0.444 0.487 0.442 0.476 0.584 0.533 0.496

Bulgarian
Best System 0.887 0.955 0.980 0.834 0.819 0.678 0.706 0.837
InfoMiner 0.786 0.749 0.419 0.599 0.556 0.303 0.631 0.578
Random Baseline 0.594 0.502 0.470 0.480 0.399 0.498 0.528 0.496

Table 2: Macro F1 between the InfoMiner submission and human annotations for test set in all the languages. Best
System is the results of the best model submitted for each language as reported by the task organisers (Shaar et al.,
2021).

splitted using the Farasa Segmenter (Abdelali et al.,
2016).

6 Results

When it comes to selecting the best model for each
language, highest F1 score out of the evaluated
models was chosen. Due to the fact that our ap-
proach uses a single model for each label, our
main goal was to achieve good F1 scores using
light weight models. The limitation of available re-
sources to train several models for all seven labels
itself was a very challenging task to the team but
we managed to evaluate several.

As depicted in Table 1, for English, bert-base-
cased model performed better than roberta-base
model. For Arabic, arabert-v2-tokenized per-
formed better than the other two models we con-
sidered. For Bulgarian, with the limited time, we
could only train bert-multilingual model, therefore,
we submitted the predictions from that for Bulgar-
ian.

As shown in Table 2, our submission is very
competitive with the best system submitted in each
language and well above the random baseline. Our
team was ranked 4th in all the languages.

7 Conclusion

We have presented the system by InfoMiner team
for NLP4IF-2021-Fighting the COVID-19 Info-
demic. We have shown that multiple transformer
models trained on different labels can be success-
fully applied to this task. Furthermore, we have
shown that undersampling can be used to prevent
the overfitting of the transformer models to the
majority class in an unbalanced dataset like this.
Overall, our approach is simple but can be consid-
ered as effective since it achieved 4th place in the
leader-board for all three languages.

One limitation in our approach is that it requires
maintaining seven transformer models for the seven
binary properties of this task which can be costly
in a practical scenario which also restricted us from
experimenting with different transformer types due
to the limited time and resources. Therefore, in
future work, we are interested in remodeling the
task as a multilabel classification problem, where a
single transformer model can be used to predict all
seven labels.
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A Appendix

A summary of hyperparameters and their values
used to obtain the reported results are mentioned
in Table 3. The optimised hyperparameters are
marked with ‡ and their optimal values are reported.
The rest of the hyperparameter values are kept as
constants.

Parameter Value
learning rate‡ 1e−5

number of epochs‡ 3

adam epsilon 1e−8

warmup ration 0.1
warmup steps 0
max grad norm 1.0
max seq. length 120
gradient accumulation steps 1

Table 3: Hyperparameter specifications
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Abstract
In the growth of today’s world and advanced
technology, social media networks play a sig-
nificant role in impacting human lives. Cen-
sorship is the overthrowing of speech, public
transmission, or other details that play a vast
role in social media. The content may be con-
sidered harmful, sensitive, or inconvenient. Au-
thorities like institutes, governments, and other
organizations conduct Censorship. This paper
has implemented a model that helps classify
censored and uncensored tweets as a binary
classification. The paper describes submission
to the Censorship shared task of the NLP4IF
2021 workshop. We used various transformer-
based pre-trained models, and XLNet outputs
a better accuracy among all. We fine-tuned the
model for better performance and achieved a
reasonable accuracy, and calculated other per-
formance metrics.

1 Introduction
The suppression of words, images, and ideas is known as
Censorship. The government or the private organization
can carry Censorship based on objectionable, harmful,
sensitive, or inconvenient material. There are different
types of Censorship; for example, when a person uses
Censorship for their work or speech, this type of Censor-
ship is known as self-censorship. Censorship is used for
many things like books, music, videos, movies, etc., for
various reasons like hate speech, national security, etc.
(Khurana et al., 2017). Many countries in their law pro-
vide protections against Censorship, but there is much
uncertainty in determining what could be censored and
what could not be censored.

However, nowadays, we know that most of the data
and the information are available on the internet, so
many governments strictly monitor the disturbing or
objectionable content on the internet. We could not use
any method other than the software like fraud censor-
ship detection and disturbing and objectionable content
monitor, which works continuously and maintains the
same accuracy for monitoring this vast data size.

This paper examines the methodologies and various
machine learning domains that classify the censored and
uncensored tweets associated with the workshop (Shaar

et al., 2021). We used multiple models such as BERT
(Bidirectional Encoder Representations from Transform-
ers) (Devlin et al., 2018), DeBERTa (Decoding- en-
hanced BERT with disentangled attention) (He et al.,
2020), ELECTRA (Clark et al., 2020), and XLNet (a
generic autoregressive pre-training procedure) for bi-
nary classification of the tweets. “0" says that the tweet
is uncensored, and "1" says that the tweet is censored.
Also, we have experimented with various phases, such
as data preprocessing, tokenization, and fine-tuning for
model prediction. Further, we will go through various
performance metrics such as accuracy, precision, and
recall. We achieved a reasonable accuracy using XLNet
as compared to other models.

2 Relevant Work

(Aceto and Pescapè, 2015) proposed a source for cen-
soring procedures and a characterization of censoring
systems and studied the tools and various censorship
detection platforms. They also presented a characteriza-
tion plan to analyze and examine multiple censored and
uncensored data. They used their results to understand
current hurdles and suggested new directions in the area
of censorship detection.

(Ben Jones and Gill, 2014) presented an automated
system that permits continuous measurements of block
pages and filters them from generated. They claimed
that their system detects 95% of the block pages, rec-
ognized five filtering tools, and evaluated performance
metrics and various fingerprinting methods.

(Athanasopoulos et al., 2011) presented the idea
and implementation of a web-based censorship mon-
itor named "CensMon". CensMon works automatically
and does not depends on Internet users to inform cen-
sored websites. Possible censorship is distinguished
from access network breakdowns, and various input
streams are utilized to define the type of censored data.
They showed that their model detects the censored data
favourably and points filtering methodologies efficiently
used by the censor.

(Niaki et al., 2019) presented ICLab used for cen-
sorship research that is known to be an internet mea-
surement platform. It can recognize DNS manipulation
where the browser initially purposes its IP address with
a DNS query and TCP-packed injection. ICLabs at-
tempts to reduce false positives and manual validation
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through performing operations and going through all the
processing levels. They plotted various graphs, planned,
and calculated metrics and concluded that ICLab detects
different censorship mechanisms.

3 Dataset Description
The dataset of the shared task has been built using a web
scraper (Kei Yin Ng and Peng, 2020) that contains cen-
sored and uncensored tweets gathered for a duration of 4
months (August 29, 2018, to December 29, 2018). The
dataset attributes contain tweets (represented by the text
in the dataset) and label, where the "text" field contains
the information collected in the Chinese language, and
"label" contains 0’s and 1’s where ‘0’ signifies the tweet
as uncensored and ‘1’ signifies as a censored tweet. The
first few lines and format of the dataset is shown in Fig.
1.

Figure 1: First few lines of dataset.

The dataset comprises three sets, i.e. train, validation
and test set. The train set comprises 1512 tweets, and
the validation set comprises 189 tweets. The test set
only comprises 189 tweets with no labels.

4 Methodology
The XLNet (Yang et al., 2019) is a transformer-based
machine learning method for Natural Language Process-
ing tasks. It is famous for a generalized autoregressive
pretraining method which is one of the most significant
emerging models of NLP. The XLNet consists of the re-
cent innovations in NLP, stating the solutions and other
approaches regarding language modelling. XLNet is
also known for the auto-regressive language model that
promotes joint predictions over a sequence of tokens
on transformer design. It aims to find the possibility of
a word token’s overall alterations of word tokens in a
sentence.

The language model comprises two stages, the pre-
train phase and fine-tune phase. XLNet mainly concen-
trates on the pre-train phase. Permutation Language
Modeling is one of the new objectives which is imple-
mented in the pre-train phase. We used "hfl/chinese-
xlnet-base" as a pre-trained model (Cui et al., 2020)
for Chinese data that targets enhancing Chinese NLP
resources and contributes a broad category of Chinese
pre-trained model selection.

Initially, the dataset is preprocessed, and the gener-
ated tokens are given input to XLNet pre-trained model.
The model trains the data over 20 epochs and further

Figure 2: Architecture of XLNet.

goes through a mean pool, passing through a fully con-
nected layer for fine-tuning and classification, and pre-
dicts the data over a given test set. Fig. 2 shows the
architecture of the XLNet model.

4.1 Data Preprocessing

The dataset contains fields like “text" and “label" only,
extra attribute “id" is added to the dataset for better pre-
processing. Also, the noisy information from the dataset
has been filtered out by using the “tweet-preprocessor"
library. After preprocessing the dataset with the first
few lines is shown in Fig. 3.

Figure 3: First few lines of dataset after preprocessing.

4.2 Tokenization

Tokenization breaks down a text document into a phrase,
sentence, paragraph, or smaller units, such as single
words. Those smaller units are said to be tokens. All this
breakdown happens with the help of a tokenizer before
feeding it to the model. We used “XLNetTokenizer" on
the pre-trained model, as the models need tokens to be
in an orderly fashion. The tokenizer imports from the
“transformers" library. So, word segmentation can be
said to break down a sentence into component words
that are to be feed into the model.

4.3 Fine-Tuning

A pre-trained model is used to classify the text, where an
encoder subnetwork is combined with a fully connected
layer for prediction. Further, the tokenized training data
is used to fine-tune the model weights. We have used
"XLNetForSequenceClassification" for sequence classi-
fication. It consists of a linear layer on the pooled output
peak. The model targets to do binary classification on
the test data.
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5 Experiments and Results

We have used Adam optimizer to fine-tune the pre-
trained model and performed label encoding for output
labels. The softmax over the logits used for prediction
and the learning rate is initialized with 2e-5, and twenty
epochs were used for training. After training the data
with XLNet, we achieved a training accuracy of 0.99.

Models Validation Set
Precision Recall F1-measure

BERT 0.544 0.544 0.544
DeBERTa 0.476 0.476 0.476
ELECTRA 0.624 0.624 0.624
XLNET 0.634 0.634 0.634

Table 1: Performance of the system on validation data.

We calculated precision, recall and F1-measure for
the validation set with all the four models used in our
investigation, as shown in Table 1. We got a precision
of 0.634 and a recall of 0.634, which is far better than
other models. Fig. 4 shows the plot for different epochs
vs. validation accuracy during the training phase.

Figure 4: Validation Accuracy plot.

Class Test Set
Precision Recall F1-Measure

0 0.61 0.73 0.66
1 0.69 0.56 0.62

Table 2: Performance of the system on test data using
XLNet.

Class Accuracy
Majority baseline 49.98
Human baseline 23.83
XLNet 0.64

Table 3: Accuracy.

Moving ahead with test data, we achieved a precision
of 0.65 and recall of 0.64 using XLNet. Table 2. shows
the precision, recall, and F1-Measure for test set using
XLNet. Also, we found majority class baseline as 49.98
and human baseline as 23.83 as shown in Table 3.

Finally, we made one CSV file where the file contains
test data tweet with label attribute. Fig. 5 shows the
test data prediction, where the tweets are classified as
censored and uncensored tweets.

Figure 5: First few lines of test data after prediction.

6 Conclusion and Future Work
In the paper, we investigated various pre-trained mod-
els and achieved a reasonable accuracy for XLNET.
We cleaned the dataset during preprocessing, which is
further given input to the model. XLNet seems to be
influential in the classification problem moving deep
into censorship detection. XLNet performs better than
BERT, DeBERTa, and ELECTRA having its improved
training methodology, where it uses permutation lan-
guage modelling predicting the tokens randomly. The
future work is to examine other NLP models and fine-
tune them censorship detection in other languages.
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