Leveraging Community and Author Context to Explain the Performance
and Bias of Text-Based Deception Detection Models

Galen Weld!, Ellyn Ayton?, Tim Althoff!, Maria Glenski>
Paul G. Allen School of Computer Science and Engineering, University of Washington
National Security Directorate, Pacific Northwest National Laboratory
{gweld, althoff} @cs.washington.edu, first.last@pnnl.gov

Abstract

Deceptive news posts shared in online commu-
nities can be detected with NLP models, and
much recent research has focused on the de-
velopment of such models. In this work, we
use characteristics of online communities and
authors — the context of how and where con-
tent is posted — to explain the performance
of a neural network deception detection model
and identify sub-populations who are dispro-
portionately affected by model accuracy or
failure. We examine who is posting the con-
tent, and where the content is posted to. We
find that while author characteristics are bet-
ter predictors of deceptive content than com-
munity characteristics, both characteristics are
strongly correlated with model performance.
Traditional performance metrics such as F1
score may fail to capture poor model perfor-
mance on isolated sub-populations such as spe-
cific authors, and as such, more nuanced evalu-
ation of deception detection models is critical.

1 Introduction

The spread of deceptive news content in online
communities significantly erodes public trust in the
media (Barthel et al., 2016). Most social media
users use these platforms as a means to consume
news — 71% of Twitter users and 62% of Reddit
users — and in general, 55% of Americans get news
from online communities such as Facebook, Twit-
ter, and reddit (Shearer and Grieco, 2019). The
scale and speed with which new content is submit-
ted to social media platforms are two key factors
that increase the difficulty of how to respond to the
spread of misinformation or deceptive news con-
tent online, and the appeal of automated or semi-
automated defenses or interventions.

Natural language processing (NLP) models that
identify deceptive content offer a path towards forti-
fying online communities, and a significant body of
work (§ 2) has produced countless such models for
deception detection tasks (Rubin et al., 2016; Mitra
et al., 2017; Volkova et al., 2017; Rashkin et al.,
2017; Karadzhov et al., 2018; Shu et al., 2020).
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However, evaluation of model performance is typi-
cally done in aggregate, across multiple communi-
ties, using traditional performance measurements
like micro and macro F1-scores. We argue that it
is critical to understand model behavior at a finer
granularity, and we evaluate nuanced behavior and
failure in the context of the populations that may
be affected by predictive outcomes.

In this work, we seek to characterize and ex-
plain deception detection model performance and
biases using the context of social media posts—
who posted the content and what community it
was posted to. To do so, we compute hundreds of
community and author characteristics using infor-
mation from two fact checking sources.

For a given post, community characteristics de-
tail where a post was submitted to, e.g., How many
links to satirical news sources were submitted to
the community this post was submitted to? Author
characteristics detail who submitted a post, e.g.,
How many links to satirical news sources has the
author recently submitted? Our nuanced evaluation
leverages these author and community characteris-
tics to highlight differences in behavior within vary-
ing communities or sub-populations, to determine
whether the model is reliable in general, or if model
failures disproportionately impact sub-populations.

We make use of data from reddit, a popular so-
cial news aggregation platform. Reddit is widely
used for research (Medvedeyv et al., 2019) due to its
large size and public content (Baumgartner et al.,
2020), and is ideally suited for studying author and
community characteristics due to its explicit seg-
mentation into many diverse communities, called
“subreddits”, with different sizes, topics, and user-
bases.!

! Although our analyses focus exclusively on posts, our ap-
proach can easily be extended to include comments in future
work. We chose to focus on posts in the current work as they
are the primary point of entry for news links submitted to the
platform, with many users simply browsing the ranked pre-
views (Glenski et al., 2017) as is consistent with social media
platforms where a small subset of users typically contribute
most new content (van Mierlo, 2014; Hargittai and Walejko,
2008).
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We use post context (community and author char-
acteristics) and content (text features) to address
two research questions focused around (1) who
posts deceptive news links and (2) where they post
differ:

1. What characteristics of post authors are asso-
ciated with high and low model performance?

2. How does model performance vary across dif-
ferent communities, and does this correlate
with characteristics of those communities?

We find that author characteristics are a stronger
predictor of high model performance, with the
model we evaluate performing especially well on
authors who have a history of submitting low fac-
tual or deceptive content. We also find that the
model performs especially well on posts that are
highly accepted by the community, as measured by
the community’s votes on those posts.

To our knowledge, we are the first to present
a fine-grained evaluation of deception detection
model performance in the context of author and
community characteristics.

2 Related Work

In the last several years, users have seen a tremen-
dous increase in the amount of misinformation,
disinformation, and falsified news in circulation
on social media platforms. This seemingly ubiqui-
tous digital deception is in part due to the ease of
information dissemination and access on these plat-
forms. Many researchers have focused on different
areas of detecting deceptive online content. Glen-
ski and Weninger (2018); Kumar et al. (2017, 2018)
examine the behaviors and activities of malicious
users and bots on different social media platforms.
While others have worked to develop systems to
identify fraudulent posts at varying degrees of de-
ception such as broadly classifying suspicious and
non-suspicious news (Volkova et al., 2017) to fur-
ther separating into finer-grained deceptive classes
(e.g., propaganda, hoax) (Rashkin et al., 2017).
Common amongst recent detection methods is
the mixed use of machine learning approaches, e.g.,
Random Forest and state-of-the-art deep learning
models, e.g., Hierarchical Propagation Networks
(Shu et al., 2020). Of the most prevalent are convo-
lutional neural networks (CNNs) (Ajao et al., 2018;
Wang, 2017; Volkova et al., 2017), Long Short
Term Memory (LSTM) neural networks (Ma et al.,
2016; Chen et al., 2018; Rath et al., 2017; Zubiaga
et al., 2018; Zhang et al., 2019), and other variants
with attention mechanisms (Guo et al., 2018; Li
et al., 2019). Designing the right model architec-
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ture for a task can be very subjective and laborsome.
Therefore, we implement the binary classification
LSTM model from (Volkova et al., 2019) which
reported an F1 score of 0.73 when distinguishing
deceptive news from credible.

As artificial intelligence or machine learning
models are developed or investigated as potential
responses to the issue of misinformation and dig-
ital deception online, it is key to understand how
models treat the individuals and groups who are
impacted by the predictions or recommendations
of the models or automated systems. For example,
the European Union’s GDPR directly addresses the
“right of citizens to receive an explanation for algo-
rithmic decisions” (Goodman and Flaxman, 2017)
that requires an explanation to be available for in-
dividuals impacted by a model decision. Domains
outside of deception detection have shown clear
evidence of disproportionate biases against certain
sub-populations of impacted individuals, e.g., pre-
dictive policing (Ensign et al., 2018), recidivism
prediction (Chouldechova, 2017; Dressel and Farid,
2018), and hate speech and abusive language iden-
tification online (Park et al., 2018; Davidson et al.,
2019; Sap et al., 2019). The realm of deception de-
tection is another clear area where disparate perfor-
mance across communities or certain user groups
may have significant negative downstream effects
both online and offline. In this work, we seek to go
beyond traditional, aggregate performance metrics
to consider the differing behavior and outcomes of
automated deception detection within and across
communities and user characteristics.

3 Deception Detection Model

In this work, we focus on a binary classification
task to identify posts which link to Deceptive or
Credible news sources. We evaluate an existing,
LSTM-based model architecture previously pub-
lished by Volkova et al. (2019) that relies only on
text and lexical features. As such, we refer to this
model as the “ContentOnly model.”

3.1 Train and Test Data

To replicate the ContentOnly model for our eval-
uations, we leverage the previously used list of
annotated news sources from Volkova et al. (2017)
as ground truth. The Volkova annotations consist of
two classes: “Credible?” and “Deceptive.” To la-
bel individual social media postings linked to these
news sources, we propagate annotations of each
source to all posts linked to the source. Therefore

This class is denoted “Verified” in Volkova et al. (2017).



Credible posts are posts which link (via a URL
or as posted by the source’s official account) to a
Credible news source and Deceptive posts are posts
that link to a news source annotated as Deceptive.

In preliminary experiments, we find that model
performance improves when Twitter examples are
included in training, even when testing exclusively
on reddit content. A model trained and tested exclu-
sively on reddit data achieves a test set F1 of 0.577
and we observe a dramatic increase (F1 = 0.725),
when we include the Twitter training data. As a
result, we focus our analyses using the more robust
ContentOnly model trained on both Twitter and
reddit examples. As Twitter has no explicit com-
munities equivalent to reddit subreddits, it is not
possible to compute the same community character-
istics for Twitter content. As such, in the analyses
presented in this paper, we focus exclusively on
content posted to reddit in the test set.

To gather train and test data, we collect social
media posts from Twitter and reddit from the same
2016 time period as annotated by Volkova et al.
(2017). For Twitter posts, this resulted in 54.4k
Tweets from the official Twitter accounts for news
sources that appear in the Volkova annotations.
For reddit content, we collected all link-posts that
link to domains associated with the labelled news
sources from the Pushshift monthly archives of red-
dit posts® (Baumgartner et al., 2020), and randomly
sample approximately the same number (~ 54k)
of link-posts as Twitter posts collected.

In order to mitigate the bias of class imbalance
on our analyses, these posts were then randomly
down-sampled to include an approximately equal
number of posts from/linking to deceptive and cred-
ible news sources. We divided the resulting data
using a random, stratified 80%/20% split to create
train and test sets, respectively.

4 Community & Author Characteristics

To evaluate fine-grained model performance and
biases, we first quantify the context in which posts
are submitted, using community and author charac-
teristics.

4.1 Data for Context Annotations

We compute community and author characteristics
by examining the entire post history on reddit for
each community and author in the test set. We
use annotations from Volkova et al. (described
above, § 3.1) and from Media Bias/Fact Check
(MBFC), an independent news source classifier.

3Pushshift archives of reddit data were collected from
https://files.pushshift.io/reddit/
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These annotations were compiled by Weld et al.
(2021) and made publicly available®.

The Volkova et al. annotations provide links
to news sources with a categorical label: veri-
fied, propaganda, satire, clickbait, conspiracy, and
hoax. The MBFC annotations provide links to news
sources with a ordinal label for the factualness of
the news source (very low, low, mixed, mostly,
high, very high) as well as the political bias (ex-
treme left, left, center left, center, center right, right,
extreme right). In addition, the MBFC also include
a few categorical labels applicable to a subset of
news sources: questionable, satire, conspiracy.

4.2 Data Validation

Before using these annotations to compute commu-
nity and author characteristics, we would like to
validate that they represent meaningful and accu-
rate aspects of communities and authors, respec-
tively, and are not strongly influenced by noise in
the annotation sources. To do so, we assess the
coverage of our context annotations, — i.e., the
fraction of potential news links that we were able
to label.

In order to consider the coverage relative to
the potential news links, we identify a set of do-
mains for which links are definitively not news
sources. We identified these non-news links by ex-
amining the top 1,000 most frequently linked-to
domains across all of reddit and iteratively clas-
sified them as non-news based on their domain
(e.g., reddit-based content hosting domains such as
v.redd.it and i.redd.it, external content
hosts such as imgur.com, social sites such as
facebook.comand instagram. com, search
engines, shopping platforms, music platforms, etc.).
Websites which were not in English, were not
clearly non-news domains, or which did not fit
into a clear category, were included in the set of po-
tential news sources. We imposed these restrictions
to mitigate potential downward bias from over-
estimating non-news links. Although we do not
claim to have an exhaustive coverage of non-news
links, non-news links included in the set of poten-
tial news links at best underrepresents the coverage
which is preferable to overrepresentation.

Encouragingly, coverage for both are fairly sta-
ble over time, suggesting that there are no signifi-
cant influxes of additional, unlabelled news sources
(or disappearances of retired news sources) that
might be biasing our approach. As the MBFC set
contains more news sources, the coverage is greater

*https://behavioral-data.github.io/
news_labeling_reddit/
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(~ 18% on average) than the Volkova set (~ 10%).

4.3 Community and Author Characteristics

Using the author and community history collection
of posts and the associated MBFC and Volkova et
al. annotations, we compute context characteristics
for each subreddit community and author that is
present in the test set described in § 3.

First, we compute the general activity of each
community and author. These characteristics in-
clude the total number of posts by each community
or author, the total number of removed posts, and
similar overall counts that do not consider the na-
ture of the content submitted.

Second, for each of the MBFC and Volkova et
al. labels (e.g., ‘Satire’ from Volkova et al. or
‘Right Bias’ from MBFC) we compute absolute
and normalized counts of links of each category for
each community and author. Normalized counts
for each category are computed by dividing the
number of links in the category submitted to each
subreddit or by each author by the total number
of links submitted in any category. This gives, for
example, the fraction of links submitted by a author
to MBFC High Factual news sources.

Third, for communities, we compute the equality
of contributor activity (number of links submitted
per contributor) using the Gini coefficient. A com-
munity with a Gini coefficient close to 1 would
indicate almost all links in that community were
submitted by a small fraction of users. On the other
hand, a coefficient close to 0 would indicate that all
users of the community who submit links submit
approximately the same number of links each.

Last, again for communities, we approximate the
community acceptance by normalizing the score
(upvotes - downvotes) of each post relative to the
median score of all posts submitted to the subred-
dit. A post with a normalized score of 1 received
a typical score for the community it was submit-
ted to, whereas a post with a normalized score of
100 received 100x as many upvotes as a typical
post and was more widely or strongly positively
received by the community.

Each of the community characteristics are com-
puted separately for each month, maximizing tem-
poral detail. However, as the typical reddit user
submits far less content each month than the typical
subreddit receives, most users’ counts for specific
link types (e.g., MBFC Satire) for any individual
month will be 0. To reduce sparsity in the data, we
use a rolling sum of all posts submitted by the au-
thor in the specified month and the five preceding
months to compute author characteristics.
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5 [Evaluation Methodology

Before our evaluation of model performance across
different community or author characteristics and
settings, we examine the overall performance of
the model on aggregate, using macro F1 score,
and the variance of performance within commu-
nities. A model with strong aggregate perfor-
mance may have significant variability within sub-
communities, especially those which are under-
represented. We also consider the variability of
individual predictive outcomes, such as the confi-
dence of predictions, across each class (deceptive
and credible news) to examine the differences in
model behavior across classes overall. We aim to
discover if the model treats all posts, communities,
and authors equally, or if there are differences in
performance for certain groups that would bias the
negative impacts of model error.

5.1 Comparison to Baselines

Next, we frame the performance of the Con-
tentOnly model that classifies posts based on text
and linguistic signals relative to naive baselines
that randomly classify posts or classify posts based
on the typical behavior of authors or communities.
To this end, we consider three baseline models.

The Author History Baseline considers the au-
thor’s history over the previous 6 months (as was
used to calculate author characteristics) and com-
putes the fraction of their links to news sources
which are deceptive, as defined by the Volkova et
al. annotations. It then predicts if a new submis-
sion is deceptive or credible with a biased random
coin flip, with a probability of predicting deceptive
equal to the author’s recent tendency to submit de-
ceptive news links (i.e., the fraction of news links
submitted by the author in the last six months that
were linked to deceptive sources).

The Community History Baseline is similar ex-
cept that it considers the community’s tendency to
receive deceptive news. This baseline predicts ‘de-
ceptive’ with a probability equal to the fraction of
news links submitted to a given subreddit in the
last month that were linked to deceptive sources.

The 50/50 Baseline predicts credible/deceptive
with an unbiased 50/50 coinflip. No consideration
is placed on the content, community, or author.

We compare the performance of these baselines
with that of the ContentOnly model, providing a
reference for its performance as well as an indica-
tion of the degree to which community and author
characteristics alone are predictive of deceptive
content.



politics worldnews

technology

Quartile 1 Quartile 2

1.0
Kotak
- The Donald
: e 0.5
conspiracy
todayilearned
Quartile 3 Quartile 4 0.0

Figure 1: Communities within each F1 score quartile, represented as wordclouds (size of the community name
indicates its volume in test set and the color indicates fine-grained model performance using F1 score).

5.2 Community and Author Context

To better understand how community and author
characteristics explain model performance, we
compute the Pearson correlation between the value
of each characteristic, and the model’s confidence
in predicting the true class for each post. We com-
pute these correlations across the all test posts, and
across deceptive and credible posts (based on true
class value) separately. We also examine factors
that explain the model’s performance on entire au-
thors or communities. To do so, we compute simi-
lar correlations for author and community charac-
teristics with aggregated author or community F1
scores, respectively.

5.3 Popularity and Community Acceptance

We also examine the relationship between a com-
munity’s acceptance of a post, and model perfor-
mance. We measure community acceptance by
normalizing each post’s score (# upvotes - # down-
votes) by the median score of a post in that com-
munity for the month of submission, to control for
the larger number of votes in larger communities.
We then compute Pearson’s correlations between
normalized score and the ContentOnly model’s con-
fidence that a post belongs to its annotated class —
here we use not the models prediction confidence
but the confidence for the "true class" given the
groundtruth labels. As before, we use Pearson cor-
relations and a significance threshold of 0.05.

6 Results

Although the ContentOnly model achieves an over-
all F1 score on the test set of 0.79, we see that the
model performs much better on content from some
communities than others (see Figure 2). Figure 1
presents the communities within the test set, par-
titioned by levels of model performance using the
quartiles for the F1 scores. We find that 20% of
the communities represented in our test set have F1
< 0.40, despite an overall test set F1 of almost 0.8.
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Figure 2: Macro F1 and the kernel density estimation
(KDE) of F1 score over communities. While overall
deception detection model performance is high, there
is significant variability in performance across different
online communities.

In the following subsections, we examine how
the model’s performance can be explained by com-
munity and author characteristics, post popularity,
and community acceptance as we seek to under-
stand why the model performs far better on content
from some communities than others.

6.1 Comparison to Baselines

We use the community and author history baselines,
as well as the 50/50 baseline described in §5.1 to
contextualize the performance of the ContentOnly
model. Figure 3 presents the distributions of perfor-
mance across communities for each metric (solid
lines) and the overall performance of each model
(indicated by the dashed, vertical lines) using three
traditional performance metrics: precision, recall,
and F1 score. As expected, the ContentOnly model
(in blue) dramatically outperforms the 50/50 base-
line (in red) on all metrics, and achieves the best
performance overall for F1 score (a significant dif-
ference in performance, p-value < 1.5 x 10™%).
However, the community and author history
baselines have very high precision, offset by very
poor recall. In comparing the two, the author base-
line significantly outperforms the community base-
line on precision, recall, and F1 (p-value < .02).
This suggests that an author’s previous activity is
a better predictor of whether an author will submit
deceptive content in the future than a community’s
previous behavior is of whether deceptive content



will be submitted to the community in the future.
This may be a result of a greater consistency in the
behavior of an individual compared to a commu-
nity where membership may vary over time, if not
community attitudes.

6.2 Community and Author Context

In our next analyses, we investigate how commu-
nity and author characteristics correlate with model
confidence. We compute these correlations across
the entire test set, as well as for just credible and
deceptive posts separately.

We summarize the strongest, significant corre-
lations between community or author context and
model confidence in Table 1, using a threshold of at
least 0.25 for inclusion. When we examine the au-
thor and community characteristics of posts from
all classes, the strongest correlation coefficients
are all positive, and suggest moderate correlations
with stronger model confidence. The four strongest
correlations from the author characteristics pertain
to the author’s tendency to submit posts linked to
questionable or low factual news sources. In con-
trast, the author’s tendency to link to high factual
content is relatively correlated (r = —0.21) with
weaker model confidence. It is easier for the model
to identify deceptive posts submitted by authors
who typically submit links to low-quality or de-
ceptive news sources. Similarly, we see moderate
correlation between increasing presence of decep-
tive or low factual news media in the community
and model performance. Looking at each class in-
dividually, we see the strongest relationships for
deceptive posts, with little to no correlation for
credible posts.

To examine factors that explain the model’s per-
formance in aggregate, we consider performance
across individual authors and communities. First,
compute performance metrics (precision, recall,
and F1 score) for the post across posts by every au-
thor, and then correlate these metrics with authors’
characteristics. We repeat this process for commu-
nities, as well. Characteristics with at least moder-
ate correlation (r > 0.3) are presented in Table 2.
Compared to post-level correlations with model
confidence, we immediately notice that both ag-
gregated community- and author-level correlations
are much stronger, e.g., a maximum correlation
value of 0.70 for features derived from all-reddit
data, compared to a maximum correlation value of
0.37 for individual posts. This observation suggests
that model performance is more strongly correlated
with characteristics across entire communities or
authors rather than individual posts.
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Figure 3: KDE plots illustrating performance metric
distributions across communities for the ContentOnly
and baseline models. Vertical dashed lines indicate the
aggregate metric for each model across the full test set.
While the ContentOnly model achieves the best over-
all performance and recall, the author and community
characteristic baselines have higher precision.

| All  CPosts D Posts

Bias
% Center Right Bias -0.00
Categorical
% Propaganda (Volkova)
% Questionable (MBFC)
Factualness

% Very Low Factual

+0.25} +0.27}

+0.35%
+0.37}

+0.08%
+0.10%

+0.20%
+0.20%

Author’s Links

+0.33% +0.07% +0.29%

Bias
# Right Bias | +0.251 +0.18% +0.081%
Categorical
# Clickbait (Volkova)
# Questionable (MBFC)
Factualness
# Very Low Factual

# Low Factual

+0.25]
+0.261

+0.171
+0.18%

+0.06%
+0.08%

+0.31}
+0.25}

+0.15%
+0.16%

+0.17%
+0.07%

Community’s Links

Inequality

Gini Coefficient (# Links) | +0.32%

+0.12%

+0.18%
-0.08%

+0.13%
+0.271

Post Score |

Table 1: Correlations between community and author
characteristics and true class confidence across the en-
tire test set (All), credible posts (C posts), or deceptive
posts (D posts). Characteristics are included when cor-
relation |r| > .25 (in bold) in at least one column. f
denotes a p-value < .05, I denotes a p-value < .01.

For both authors and communities, the charac-
teristics most strongly correlated with a higher F1
score is the fraction of deceptive content submitted
in that community or by that author. These correla-
tions are strongest (0.80 for communities, 0.85 for



Features Positively Correlated with Metric
Community Feature r Author Feature

Features Negatively Correlated with Metric

Community Feature

r Author Feature

F1-Score

B (%) Deceptive 0.80% M (%) Deceptive 0.85%1 | ® (%) High Factual -0.43% © (%¢z) Mostly Factual  -0.707

B (%1,) Deceptive 0.40% (%) High Factual -0.42%
(%1,) Low Factual 0.39% B (%) Center Bias -0.3671

B (%) V. Low Factual 0.377

B (%) Extr. Right Bias 0.367
(% 1) Mixed Factual ~ 0.337

Precision

B (%) Deceptive 0.891 M (%) Deceptive 0.89%1 | W (%) High Factual -0.337 M (%p) V. High Factual -0.487
(%1.) Low Factual 0.48% M (%r) Deceptive 0.33% ® (%1,) High Factual -0.4671

B (%) Extr. Right Bias 0.45% (%) Center Left Bias -0.457
(%1,) Mixed Factual ~ 0.44% B (%1.) Center Bias -0.4071

B (%) V. Low Factual 0.43%

B (%1,) Deceptive 0.421%

Recall

B (%) Deceptive 0.357 |

Table 2: Characteristics with at least moderate correlation (Pearson |r| > 0.3) with model performance metrics
across Communities or Authors. T denotes a p-value < .05, 1 denotes a p-value < .01. “%qz” refers to links in
the test set and “%,” refers to links submitted to communities (Community characteristics) or by authors (Author
characteristics) considering all posts submitted to reddit. Colored squares correspond to color used in Figure 4.

authors) when we examine just content from the
test set, but are still substantial (0.42 and 0.33, re-
spectively) when considering content across all of
reddit. Computing the fraction of deceptive posts
in the test set for each community/author results in
larger fractions than when considering all of red-
dit, as the test set contains a greater proportion of
deceptive posts than reddit in general. We also
note that while the characteristics most strongly
correlated with F1-Score and Precision are quite
similar to one another, there are almost no features
which are at least moderately (i.e., > =+.3) cor-
related with recall. This aligns with our findings
when comparing the ContentOnly model to base-
line performance (§3), where we found that author
and community characteristics are more useful for
achieving high precision than high recall.

Grouping the characteristics from Table 2 and
displaying them visually, as in Figure 4 allows us
to easily distinguish the differences between ordi-
nal characteristics such as bias (extreme left to ex-
treme right) and factualness (very low to very high).
Across both communities and authors, greater frac-
tions of left bias posts are correlated with weaker
model performance, whereas greater fractions of
right bias posts are correlated with stronger model
performance. Similarly, greater fractions of high
factual posts are correlated with weaker perfor-
mance, while more low factual posts are correlated
with stronger model performance.
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6.3 Popularity and Community Acceptance

Next, we consider whether our model performs
equitably across posts that do and do not gain com-
munity acceptance, and across varying levels of
popularity. We examine the correlation of each
post’s community-normalized score® and the Con-
tentOnly model’s confidence when predicting the
true class annotation of the post. For the test set
overall, this correlation is +0.094, but is higher for
deceptive posts (+0.104) than for credible posts
(+0.083). We found that all correlations are signifi-
cant (p-values < 10°) but the effect is small.

In Table 3, we see that there are no significant
correlations greater than .2 for posts with low to
moderate community acceptance. However, for
the posts most highly accepted by the community
(i.e., those in the 9th and 10th deciles), the cor-
relations are both significant and relatively strong.
This suggests that in general, the model is more con-
fident on posts that are more accepted by the com-
munity, but only for posts that are highly accepted
by the community. We also compute the same cor-
relation coefficients for posts linking to credible
and deceptive news sources separately, and find the
trend is magnified: For posts linking to deceptive
sources that are most widely accepted within their
given community, community acceptance is highly
(+0.51 and +0.4) correlated with greater model con-
fidence. In contrast, for posts linking to credible

>Normalized by the median score for all posts from the
same month in the same subreddit.



Bias Characteristics

Communities” F1

Communities” Precision

Communities” Recall

Authors” F1 9

Authors Precision

Authors’ Recall
-0.5

<« Weaker

0.0 0.5

Stronger P

-0.5
<« Weaker

Factualness Characteristics

L

»

Deception Characteristics

\

0.0 0.5

Stronger P

-0.5
<« Weaker

0.0 0.5

Stronger P

— % All Links = Very Low Factual

— % All Links = Left Bias

% All Links = Center Left Bias
— % All Links = Center Bias
— % All Links = Extreme Right Bias

% All Links = Low Factual

% All Links = Mixed Factual

% All Links = Mostly Factual
— % All Links = High Factual

# All Links = Deceptive Links
— % All Links = Deceptive
— % Test = Deceptive

— % All Links = Very High Factual

Figure 4: Correlation coefficients between characteristics and aggregated community/author performance metrics:
F1, precision, and recall. All characteristics with an absolute Pearson’s r correlation coefficient greater than 0.3
for at least one metric are included. Generally, stronger model performance is correlated with more right bias, low
factual, and deceptive content, while weaker performance is correlated with more left bias and high factual content.

| All  Credible Deceptive

4 ¢ Declel —0.05 40.07 +0.01
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< Decile 5 —0.02 —0.04 +0.01

£ Decile 6 +0.06 +0.01 +0.07
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S E Decile8 | —0.11} —0.11 +0.19%
1 € Decile9 | 4047 —0.17% +0.51%
O Decile10 | +0.15% +0.02 +0.40%

Table 3: Correlations between community acceptance,
by decile, and the ContentOnly model confidence (true
class). T denotes a p-value < .05, § for p-value < .01.

news sources that are strongly positively received
or promoted by the community, the model is actu-
ally slightly /ess confident (correlation coefficient
of -.017). This is an important distinction in be-
havior, particularly for deception detection models
that may be leveraged as automated systems to flag
deceptive content to investigate or intervene against
or as a gate-keeping mechanism to slow the spread
of misinformation online.

7 Discussion and Conclusions

In summary, we quantify the context of deceptive
and credible posts by computing community and
author characteristics and use these characteristics,
to explain and characterize the performance of an
LSTM-based model for deception detection, exam-
ining performance variance across communities or
users to identify characteristics of sub-populations
where the model disproportionately underperforms.

36

We find that in general, sub-population character-
istics are more strongly correlated with aggregate
performance, and that, for both communities and
authors, the model is more effective at identifying
deceptive posts (higher F1 and precision) when
the author/community has a greater tendency to
submit or receive posts linked to deceptive, low
factual, and right biased news sources. In contrast,
a greater tendency to submit or receive posts linked
to high factual and center biased content are corre-
lated with weaker F1 and precision — the model is
more likely to fail when identifying posts submit-
ted to communities or users that engage with more
trustworthy news sources.

We also investigate the impact that commu-
nity acceptance has on model performance, using
community-normalized scores to quantify accep-
tance. We find that, for posts with low to mod-
erator community acceptance, correlations with
the model’s confidence that a post belongs to its
groundtruth annotation class are small, but for posts
that are strongly accepted by the community they
are submitted to, acceptance is strongly correlated
with increased model confidence for deceptive con-
tent, but only moderately correlated with decreased
model confidence for credible content. It is impor-
tant to consider what kinds of failures are most
impactful given the specific application of a model.
For example, if considering a deception detection
model for use as an intervention strategy, it may be
more important for a model to have greater reliabil-
ity when identifying content that gains widespread
community acceptance or popularity as we find
our ContentOnly model does — this is an impor-



tant direction of evaluation for researchers in the
deception detection domain to consider.

We encourage NLP researchers working in the
deception detection space to look beyond overall
test-set performance metrics such as F1 score. Al-
though many models achieve high overall F1 score,
the performance of these models varies dramati-
cally from community to community. Decisions
about model design and training should not be
made without considering the intended application
of the model. For example, a model tasked with
flagging posts for human review may be optimized
with a very different precision-recall tradeoff than
a model tasked with automatically taking entire
enforcement actions, such as removing content.
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