Classification of Censored Tweets in Chinese Language using XLNet
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Abstract

In the growth of today’s world and advanced
technology, social media networks play a sig-
nificant role in impacting human lives. Cen-
sorship is the overthrowing of speech, public
transmission, or other details that play a vast
role in social media. The content may be con-
sidered harmful, sensitive, or inconvenient. Au-
thorities like institutes, governments, and other
organizations conduct Censorship. This paper
has implemented a model that helps classify
censored and uncensored tweets as a binary
classification. The paper describes submission
to the Censorship shared task of the NLP4IF
2021 workshop. We used various transformer-
based pre-trained models, and XLNet outputs
a better accuracy among all. We fine-tuned the
model for better performance and achieved a
reasonable accuracy, and calculated other per-
formance metrics.

1 Introduction

The suppression of words, images, and ideas is known as
Censorship. The government or the private organization
can carry Censorship based on objectionable, harmful,
sensitive, or inconvenient material. There are different
types of Censorship; for example, when a person uses
Censorship for their work or speech, this type of Censor-
ship is known as self-censorship. Censorship is used for
many things like books, music, videos, movies, etc., for
various reasons like hate speech, national security, etc.
(Khurana et al., 2017). Many countries in their law pro-
vide protections against Censorship, but there is much
uncertainty in determining what could be censored and
what could not be censored.

However, nowadays, we know that most of the data
and the information are available on the internet, so
many governments strictly monitor the disturbing or
objectionable content on the internet. We could not use
any method other than the software like fraud censor-
ship detection and disturbing and objectionable content
monitor, which works continuously and maintains the
same accuracy for monitoring this vast data size.

This paper examines the methodologies and various
machine learning domains that classify the censored and
uncensored tweets associated with the workshop (Shaar

et al., 2021). We used multiple models such as BERT
(Bidirectional Encoder Representations from Transform-
ers) (Devlin et al., 2018), DeBERTa (Decoding- en-
hanced BERT with disentangled attention) (He et al.,
2020), ELECTRA (Clark et al., 2020), and XLNet (a
generic autoregressive pre-training procedure) for bi-
nary classification of the tweets. “0" says that the tweet
is uncensored, and "1" says that the tweet is censored.
Also, we have experimented with various phases, such
as data preprocessing, tokenization, and fine-tuning for
model prediction. Further, we will go through various
performance metrics such as accuracy, precision, and
recall. We achieved a reasonable accuracy using XLNet
as compared to other models.

2 Relevant Work

(Aceto and Pescape, 2015) proposed a source for cen-
soring procedures and a characterization of censoring
systems and studied the tools and various censorship
detection platforms. They also presented a characteriza-
tion plan to analyze and examine multiple censored and
uncensored data. They used their results to understand
current hurdles and suggested new directions in the area
of censorship detection.

(Ben Jones and Gill, 2014) presented an automated
system that permits continuous measurements of block
pages and filters them from generated. They claimed
that their system detects 95% of the block pages, rec-
ognized five filtering tools, and evaluated performance
metrics and various fingerprinting methods.

(Athanasopoulos et al., 2011) presented the idea
and implementation of a web-based censorship mon-
itor named "CensMon". CensMon works automatically
and does not depends on Internet users to inform cen-
sored websites. Possible censorship is distinguished
from access network breakdowns, and various input
streams are utilized to define the type of censored data.
They showed that their model detects the censored data
favourably and points filtering methodologies efficiently
used by the censor.

(Niaki et al., 2019) presented ICLab used for cen-
sorship research that is known to be an internet mea-
surement platform. It can recognize DNS manipulation
where the browser initially purposes its IP address with
a DNS query and TCP-packed injection. ICLabs at-
tempts to reduce false positives and manual validation
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through performing operations and going through all the
processing levels. They plotted various graphs, planned,
and calculated metrics and concluded that ICLab detects
different censorship mechanisms.

3 Dataset Description

The dataset of the shared task has been built using a web
scraper (Kei Yin Ng and Peng, 2020) that contains cen-
sored and uncensored tweets gathered for a duration of 4
months (August 29, 2018, to December 29, 2018). The
dataset attributes contain tweets (represented by the text
in the dataset) and label, where the "text" field contains
the information collected in the Chinese language, and
"label" contains 0’s and 1’s where ‘0’ signifies the tweet
as uncensored and ‘1’ signifies as a censored tweet. The
first few lines and format of the dataset is shown in Fig.
1.

text label

B FIER E R RRREEAR , X2 )1 R 0 EMRNE, R H. 0
PLREKREZREEES)IE ZMREN 2H. B4 PEERER.- 1
EX MEA R ZEH EE T, PEE AN (EEAEH) ENEX. 0
INR FHEAE 7% £E 3 2000 2 FE HO EE &R K 10% 8 X ... 1

A BAZ (T4 Wi 8 & Eff B8 —H B1F K 524 4 2 HEER 6. 0

Figure 1: First few lines of dataset.

The dataset comprises three sets, i.e. train, validation
and test set. The train set comprises 1512 tweets, and
the validation set comprises 189 tweets. The test set
only comprises 189 tweets with no labels.

4 Methodology

The XLNet (Yang et al., 2019) is a transformer-based
machine learning method for Natural Language Process-
ing tasks. It is famous for a generalized autoregressive
pretraining method which is one of the most significant
emerging models of NLP. The XLNet consists of the re-
cent innovations in NLP, stating the solutions and other
approaches regarding language modelling. XLNet is
also known for the auto-regressive language model that
promotes joint predictions over a sequence of tokens
on transformer design. It aims to find the possibility of
a word token’s overall alterations of word tokens in a
sentence.

The language model comprises two stages, the pre-
train phase and fine-tune phase. XLNet mainly concen-
trates on the pre-train phase. Permutation Language
Modeling is one of the new objectives which is imple-
mented in the pre-train phase. We used "hfl/chinese-
xlnet-base" as a pre-trained model (Cui et al., 2020)
for Chinese data that targets enhancing Chinese NLP
resources and contributes a broad category of Chinese
pre-trained model selection.

Initially, the dataset is preprocessed, and the gener-
ated tokens are given input to XL Net pre-trained model.
The model trains the data over 20 epochs and further
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Figure 2: Architecture of XLNet.

goes through a mean pool, passing through a fully con-
nected layer for fine-tuning and classification, and pre-
dicts the data over a given test set. Fig. 2 shows the
architecture of the XLNet model.

4.1 Data Preprocessing

The dataset contains fields like “text" and “label" only,
extra attribute “id" is added to the dataset for better pre-
processing. Also, the noisy information from the dataset
has been filtered out by using the “tweet-preprocessor”
library. After preprocessing the dataset with the first
few lines is shown in Fig. 3.

text label id

R B R RARHEAR , XE )L BB 0 EHRN, bR . 0 1
PLREFREEREBESIEAPRENSE. B8 FEEREK.. 1 2
HY MEAR XEHTETA, FEE TN (T EMEH) ENEX- 0 3

MR RS B4 XE 3 2000 7 HE HO XE o T4 10% B X% . 1 4
A1 BRY fta B B 5 Eff B3 —8 517 R BF 4 HE BEZRE. 0 5

Figure 3: First few lines of dataset after preprocessing.

4.2 Tokenization

Tokenization breaks down a text document into a phrase,
sentence, paragraph, or smaller units, such as single
words. Those smaller units are said to be tokens. All this
breakdown happens with the help of a tokenizer before
feeding it to the model. We used “XLNetTokenizer" on
the pre-trained model, as the models need tokens to be
in an orderly fashion. The tokenizer imports from the
“transformers" library. So, word segmentation can be
said to break down a sentence into component words
that are to be feed into the model.

4.3 Fine-Tuning

A pre-trained model is used to classify the text, where an
encoder subnetwork is combined with a fully connected
layer for prediction. Further, the tokenized training data
is used to fine-tune the model weights. We have used
"XLNetForSequenceClassification" for sequence classi-
fication. It consists of a linear layer on the pooled output
peak. The model targets to do binary classification on
the test data.
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5 Experiments and Results

We have used Adam optimizer to fine-tune the pre-
trained model and performed label encoding for output
labels. The softmax over the logits used for prediction
and the learning rate is initialized with 2e-5, and twenty
epochs were used for training. After training the data
with XLNet, we achieved a training accuracy of 0.99.

Models Validation Set

Precision Recall F1-measure
BERT 0.544 0.544  0.544
DeBERTa 0.476 0.476  0.476
ELECTRA 0.624 0.624  0.624
XLNET 0.634 0.634 0.634

Table 1: Performance of the system on validation data.

We calculated precision, recall and F1-measure for
the validation set with all the four models used in our
investigation, as shown in Table 1. We got a precision
of 0.634 and a recall of 0.634, which is far better than
other models. Fig. 4 shows the plot for different epochs
vs. validation accuracy during the training phase.

Validation Accuracy plot for XLNet
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Figure 4: Validation Accuracy plot.

Class Test Set

Precision Recall F1-Measure
0 0.61 0.73 0.66
1 0.69 0.56 0.62

Table 2: Performance of the system on test data using
XLNet.

Class Accuracy
Majority baseline  49.98
Human baseline ~ 23.83
XLNet 0.64

Table 3: Accuracy.

Moving ahead with test data, we achieved a precision
of 0.65 and recall of 0.64 using XLNet. Table 2. shows
the precision, recall, and F1-Measure for test set using
XLNet. Also, we found majority class baseline as 49.98
and human baseline as 23.83 as shown in Table 3.

Finally, we made one CSV file where the file contains
test data tweet with label attribute. Fig. 5 shows the
test data prediction, where the tweets are classified as
censored and uncensored tweets.

Tweet id Tweet label
1 20— BT ERMSXE M F | XEF, HERL. 0
2 EREFHACHA, ERBA, DENA, REZNHA, .. 1
3 XM EREIEE B RE S ABET AT, D8 I M BE R . 1
4 B .ABMN (KRE—— B8 57 $0) £ HI X - ST .. 0
5 WAL, BT ! OoWMAE, BT ! 1

Figure 5: First few lines of test data after prediction.

6 Conclusion and Future Work

In the paper, we investigated various pre-trained mod-
els and achieved a reasonable accuracy for XLNET.
We cleaned the dataset during preprocessing, which is
further given input to the model. XLNet seems to be
influential in the classification problem moving deep
into censorship detection. XLNet performs better than
BERT, DeBERTa, and ELECTRA having its improved
training methodology, where it uses permutation lan-
guage modelling predicting the tokens randomly. The
future work is to examine other NLP models and fine-
tune them censorship detection in other languages.
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