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Preface

Welcome to the fourth edition of the Workshop on NLP for Internet Freedom: Censorship,
Disinformation, and Propaganda. This is the second time we are running the workshop virtually, due
to the COVID-19 pandemic. The pandemic has had a profound effect on the lives of people around the
globe and, as much cliché as it may sound, we are all in this together. COVID-19 is the first pandemic
in history in which technology and social media are being used on a massive scale to help people stay
safe, informed, productive and connected. At the same time, the same technology that we rely on to
keep us connected and informed is enabling and amplifying an infodemic that continues to undermine
the global response and is detrimental to the efforts to control the pandemic. In the context of the
pandemic, we define an infodemic as deliberate attempts to disseminate false information to undermine
the public health response and to advance alternative agendas promoted by groups or individuals. We
also realize that there is a vicious cycle: the more content is produced, the more misinformation and
disinformation expand. The Internet is overloaded with false cures, such as drinking bleach or colloidal
silver, conspiracy theories about the virus’ origin, false claims that the COVID-19 vaccine will change
patient’s DNA or will serve to implant in us a tracking microchip, misinformation about methods such
masks and social distancing, myths about the dangers and the real-world consequences of COVID-
19. The goal of our workshop is to explore how we can address these issues using natural language
processing.

We accepted 20 papers: 11 for the regular track and 9 for the shared tasks. The work presented at the
workshop ranges from hate speech detection (Lemmens et al., Markov et al., Bose et al.) to approaches
to identify false information and to verify facts (Maronikolakis et al., Bekoulis et al., Weld et al.,
Hamildinen et al., Kazemi et al., Alhindi et al., Zuo et al.). The authors focus on different aspects
of misinformation and disinformation: misleading headlines vs. rumor detection vs. stance detection
for fact-checking. Some work concentrates on detecting biases in news media (e.g., Li & Goldwasser),
which in turn contributes to research on propaganda. They all present different technical approaches.

Our workshop featured two shared tasks: Task 1 on Fighting the COVID-19 Infodemic, and Task 2
on Online Censorship Detection. Task 1 asked to predict several binary properties of a tweet about
COVID-19, such as whether the tweet contains a verifiable factual claim or to what extent it is harmful to
the society/community/individuals; the task was offered in multiple languages: English, Bulgarian, and
Arabic. The second task was to predict whether a Sina Weibo tweet will be censored; it was offered in
Chinese.

We are also thrilled to be able to bring two invited speakers: 1) Filippo Menczer, a distinguished professor
of informatics and computer science at Indiana University, Bloomington, and Director of the Observatory
on Social Media; and 2) Margaret Roberts, an associate professor of political science at University of
California San Diego.

We thank the authors and the task participants for their interest in the workshop. We would also like to
thank the program committee for their help with reviewing the papers and with advertising the workshop.

This material is partly based upon work supported by the US National Science Foundation under Grants
No. 1704113 and No. 1828199.

It is also part of the Tanbih mega-project, which is developed at the Qatar Computing Research Institute,
HBKU, and aims to limit the impact of “fake news,” propaganda, and media bias by making users aware
of what they are reading, thus promoting media literacy and critical thinking.

The NLP4IF 2021 Organizers:
Anna Feldman, Giovanni Da San Martino, Chris Leberknight and Preslav Nakov
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