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Abstract

We present a method of making natural
logic inferences from Unscoped Logical Form
of Episodic Logic. ~We establish a corre-
spondence between inference rules of scope-
resolved Episodic Logic and the natural logic
treatment by Sanchez Valencia (1991a), and
hence demonstrate the ability to handle foun-
dational natural logic inferences from prior lit-
erature as well as more general nested mono-
tonicity inferences.

1 Introduction

Natural Logic is an approach to generating infer-
ences from language directly over the grammatical
structure through knowledge of entailment mono-
tonicity in the lexicon. Monotonicity is a charac-
teristic of functions within an ordering, i.e. f is
upward monotone if x < y implies f(z) < f(y)
(and downward monotone for the opposite). For
example, not is downward monotone in entailment
since it flips the entailment ordering of “Fido is
a dog” entails “Fido is an animal” to “Fido is not
an animal” entails “Fido is not a dog”. Natural
Logic can be seen as an extension of Aristotelian
syllogistic reasoning (Van Benthem et al., 1986)
and was first formally related to higher-order logic
entailments by Sdnchez Valencia (1991a). Icard
and Moss (2014) and Icard et al. (2017) later con-
strued Natural Logic as a formal system of its own,
independent of a separate logical formalism.
Unscoped Logical Form (ULF) of Episodic
Logic was developed with the aim to integrate ma-
chine learning into automatic natural language in-
ference by simplifying the semantic parsing task
that presupposes symbolic inference (Kim and
Schubert, 2019). ULFs retain certain ambiguities
in the sentence while strictly defining the core se-
mantic type structure that is necessary to specify
the compositional structure. This results in a pars-
ing task that is similar in form and complexity to
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constituency parsing, for which the community has
built effective parsers (Mrini et al., 2019; Zhou
and Zhao, 2019). Promising preliminary results
show parsability of ULF from a small dataset and
minimal representation-specific knowledge (Kim,
2019). Automatic inference generation from ULF
has been demonstrated for dialogue-focused struc-
tural inferences which correspond to simple pre-
suppositions and implicatures over questions, re-
quests, counterfactual constructions, and clause-
taking verbs (Kim et al., 2019).

Here we present a proof-based Natural Logic
inference formalism for ULF. We show that this
method covers inferences presented by Sdnchez Va-
lencia (1991a) and can support Rule Instantiation
from Episodic Logic (EL) inference for nested po-
larity inference. The contributions of this paper
are two-fold: (1) this marks the first formalized
inference procedure for ULF and (2) we present an
alternative to parsing full logical formulas in sym-
bolic Natural Logic inference through the use of
an underspecified representation. An implementa-
tion of the inference procedure that we describe is
beyond the scope of this paper, but is an important
next step for empirically evaluating the efficacy of
this approach against existing Natural Logic infer-
ence systems. Due to space limitations, we leave
fully formalized definitions and proofs to the ap-
pendix and use the main document for condensed
explanations and demonstrative examples.

2 Natural Logic

We will limit our discussion of Natural Logic to
that presented by Sdnchez Valencia (1991a) and fol-
low his notation and terminology.! The semantics
of Sdnchez-Valencia’s Natural Logic is rooted in
an undirected, typed lambda calculus constructed

"Much of the recent work in Natural Logic uses the termi-
nology and notation introduced by Icard and Moss (2014).
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Marking Negation
X I AY A XeYy z, Neg(a) I Y
X o Ax Y Ax, X @Y Teay
Monotonicity Conversion
(every z)* isay, F(z*), X o Y (somey)* isaz, X ®Y

I

abe see a carp, every carp is a fish @ abe see a fish

I

abe sees (a carp)#, (every carp)# is a fish ® abe sees (aﬁsh)# marking

#

(every x)* isay, F(y),X &Y (somez)" isay, X @Y

abe sees (a carp*)#, (every carp)# is a fish ® abe sees (uﬁsh)# marking

abe sees (aﬁsh)#, (every carp)# is a fish ® abe sees (aﬁ,sh)# monotonicity

Figure 1: The basic inference rules for Sanchez-
Valencia’s natural logic proof system and an example.

from derivations of Lambek cum Permutation Cal-
culus (Lambek, 1988). The primitives semantic
types are e and ¢ (for entities and truth values)
which denote sets, with complex types of the form
(a,b) where a and b are semantic types in the
language. There is one inference rule over these,
(o, B), a — B, where the order of the functor and
the argument do not matter.

Sénchez-Valencia formalizes the monotonicity
of polarity lexical terms from the linguistic litera-
ture of Natural Logic in relation to this semantic
framework in order to make soundness claims of
predicate substitutions within positive and negative
polarity contexts. Polarity contexts are determined
by counting the number of downward entailing ar-
guments that lie in between a constituent and the
root of the Lambek derivation.

Inference Reasoning is done with a tableau proof
system (Beth, 1955) starting with a node with the
premises, a;, on the left and conclusion, b, on the
right like so, aq, ..., a, ® b, where all statements
are in plain English. This is accompanied by the
Lambek analyses for each of the statements, which
supply grammatical information (scoping and po-
larity) to the proof. The tableau is closed when
all paths in the proof tree are closed and a path
is closed when the leaf of the path has the same
statement (including scope marking) on both sides
of the node. A" and A~ mark positive and neg-
ative polarity, respectively, and (A)* marks the
outermost operator scope. The inference rules in
Sanchez’s proof system needed for demonstrating
basic monotonic inference and an example are dis-
played in Figure 1.

3 Episodic Logic: Unscoped Logical
Form

Episodic Logic (EL) is an extended FOL that
closely matches the form and expressivity of nat-
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(IAlil (do.aux-s net (know.v (that
(i.pro (work.v (adv-a (with.p (a.d dog.n) ))))))))
J scoping
(mot (IAlil (do.aux-s (know.v (that
(a.d x: (x dog.n)

(i.pro (work.v (adv-a (with.p x))))))))))

Figure 2: Example of a ULF scoping into an SLF for
the sentence Ali does not know that I work with a dog.

ural language, using type-shifters and a liberal on-
tology of individuals (e.g. basic individuals, situ-
ations, propositions, kinds, etc.) to keep the logic
first-order while allowing for intensionality, gen-
eral quantifiers, etc. (Schubert, 2000). EL sup-
ports deductive and uncertain inference, includ-
ing forward and goal-chaining inference that uses
polarity-based substitution in a Natural Logic-like
manner (Hwang and Schubert, 1993; Morbini and
Schubert, 2009; Schubert, 2014). The forward in-
ference rules are basically the same as nested infer-
ence rules proposed by (Traugott, 1986).

ULF fully specifies the semantic type structure
of EL by specifying the types of the atoms and
all of the predicate-argument relationships while
leaving operator scope, anaphora, and word sense
unresolved (Kim and Schubert, 2019). The name,
Unscoped Logical Form, is a label for its stage in
the interpretation process of EL and does not mean
that scoping is the only unresolved aspect of the
logical form. Kim and Schubert (2019) describe
the role of ULF in the interpretation process.

The types of ULF atoms that correspond to sur-
face words and are not logical or macro symbols
are marked with suffixed tags resembling the part-
of-speech (e.g. .v, .n, .pro, .d for verbs, nouns, pro-
nouns, and determiners). Case-sensitive symbols
such as names and titles are marked with pipes (e.g.
|Johnl). Pipe-marked symbols may be left with-
out a type tag in which case they default to having
an entity type. A closed set of logical and macro
symbols have unique types so the type marking
is omitted. Each suffix indicates a set of possible
semantic denotations, e.g. .pro always denotes an
entity and .v denotes an n-ary predicate where n
can vary.

Type shifters in ULF maintain coherence of the
semantic type structure. For example, the type
shifter adv-a maps a predicate into a predicate mod-
ifier as in the prepositional phrase “with a dog” in
Figure 2, as opposed to its predicative use “I am



with my dog”.

The syntactic structure is closely reflected in
ULF even under syntactic movement through the
use of simple rewriting macros which explicitly
mark these occurrences and upon expansion make
available the exact semantic argument structure.

The ordering of operator-argument relations in
ULF can have the operator in the first or second
position, disambiguated by the types of the par-
ticipating expressions. The EL type system only
allows function application for combining types,
(A, B), A — B, much like Montagovian seman-
tics (Montague, 1970) without type-raising.

Scoped Logical Form (SLF) SLF is ULF with
explicit scoping. Since polarity propagates through
scoped operator relations, scopes must be fully
specified before adding polarities. While infer-
ences will interface with ULFs, auxiliary SLFs
are necessary to model the polarities and book-
keep scope-related assumptions in the inferences.
Scoped operator orderings are represented using
parentheses, and are lifted around the sentence that
it scopes around. Scoped determiners are repre-
sented as (§ v: ¢ ) where ¢ is a determiner, v
is a variable, ¢ is the restrictor wff, and v is the
scope wif. Figure 2 shows examples of the scoping
process.

4 Inference with ULF

Scope marking Rather than using a Lambek
analysis for identifying operator scopes and hence
polarities, we use SLFs.>2 The scoping of deter-
miners leads to decoupled representations of the
scoped constituent, so we must define a correspon-
dence that allows us to mark the scoping of the
ULF based on a fixed realization of the scoping.
For a ULF, %), that contains a quantified expres-
sion ¢ of form the (d 7), where ¢ is a determiner and
7 is a predicate, the corresponding formula with
(6 ) at the top-level scope is (§ z: (z ) P[?/x]).

Top-level scope marking process Given the
SLF that defines the scope ordering, the constituent
of the form (§ 7) in ¢ at the position of z in ¥[¢/x]
is marked with # as the top scope of 1.> Below is

?In accordance with Sanchez-Valencia’s treatment, we do
not address the possible scoping complexities of including
sentential modifiers, tenses, and aspect as scoped operators.

39 is not an alias for the pattern (6 7). Rather it refers to
a unique constituent of ¢ that has the form (6 7). This is an
important distinction in order to properly handle sentences
with multiple constituents of the same form, e.g., "A dog greets
adog'.
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Scoping Operators (S1) Determiners (S2)

IlOt(_), never.adv(_) a.d(+’+), every.d(_,+),
some.d 4 4,
many.d4 1),
mOSt.d(%o)

Figure 3: Examples of lexical monotonicity markings.

an example to help illustrate the mapping.

"Abelard sees a carp”
SLF (a.d x: (x carp.n) (IAbelardl (see.v x)))
Marked ULF (IAbelard| (see.v (a.d carp.n)#))
é: a.d, m: carp.n

Polarity marking We perform polarity marking
in a two stage process that mirrors the process
used by Sanchez Valencia (1991a). First we clas-
sify lexical entries according to their monotonicity
properties—in what entailment contexts they place
their arguments—and mark them in the SLF with
parenthesized subscripts. The possible entailment
options are + for upward, — for downward, and o
for none. Figure 3 provides a few examples.*

Using the lexical annotations, we mark the local
entailment direction of the constituents in the SLF
using subscripts without parentheses. Finally, the
global polarity is derived from these local entail-
ment directions and marked with superscripts. The
global polarity is computed by traversing the SLF
from the root and counting the number of occur-
rences of negative and flat entailments, with the
following rules.

1. Node a has no polarity if any node in the path

from the root to a is marked with o.

. Else, node a has negative polarity if there are
an odd number of nodes between the root and a
(inclusive) marked with —.

. Otherwise, node a has positive polarity.

Figure 4 shows all of these markings in a tree
format. We then mark the global polarity in the
ULF according to the corresponding SLF to get.
((no.d™ scientist.n™)

(know.v™ (every.d™ (scientific.a™ fact.n™)™))™)

Inference Rules Figure 5 lists the ULF versions
of the monotonicity and conversion rules from Fig-
ure 1, but in a standard rule of inference format.
Sanchez-Valencia’s Marking and Negation rules
are specific to the tableau system and not relevant

*Unmarked lexical entries are assumed to have upward
entailment on all of their arguments.
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Figure 4: A tree representation of the SLF for “No scientist knows every scientific fact." with all lexical mono-
tonicity, local entailment context, and global polarity markings.

Monotonicity (UMI)
#[(6 P1)™], ((every.d P1) (be.v (= (a.d P2))))
#[(6 P2)]

where J is a determiner.

Conversion (UCI)

((d1 P) (be.v (= (d2 Q)))) where d1 € {some.d, a.d, no.d}
((d1 Q) (be.v (=(d2 P)))) andd2 € {some.d, a.d}.

Figure 5: Inference rules in ULF corresponding to ba-
sic inference rules for Sdnchez-Valencia’s natural logic
proof system.

as a general logical inference rule. Derivations and
proofs are available in Appendix B.

We can also define the corresponding monotonic-
ity rule for the negative polarity context. The mono-
tonicity rule in ULF handles the explicit copula,
through the transparent semantic interpretation of
‘be.v’.

Example Now we use these ULF rules to per-
form the inferences from Figure 1.

Basic Monotonicity Example with ULF

1. (IAbelard! (see.v (a.d carp.n))) Assumption
2. ((every.d carp.n) (be.v (= (a.d fish.n)))) Assumption
3. (ad x: (x carp.n)™ SLF of 1.
(IAbelard! (see.v z)™)T) w/ polarity
4. (IAbelardl (see.v (a.d carp.n)™)) Pol marki;lg
1.,3.
5. (IAbelard! (see.v (a.d fish.n))) UMI 2.,4.

It turns out that the monotonicity rules so far are
special cases of EL Rule Instantiation, which oper-
ates on substitution under arbitrarily nested polarity
contexts (Schubert and Hwang, 2000).
RI-1 RI-2
MAJ(¢~), MIN(¢'") MAJ(¢™), MIN(¢'")
MAJ,(-MIN,(LT)")  MIN,(MAJ,(T™)*)

5 Appendix D demonstrates how to handle all traditional
Aristotelian syllogisms.
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where RI-1 is sound if the only variables
in the matching expression (¢’) of the minor
premise (MIN) are “matchably bound,”—bound
within ¢’ or by a universal quantifier in positive
polarity context or existential quantifier in negative
polarity context—and RI-2 is sound if the only vari-
ables in the matching expression (¢) of the major
premise (M AJ) are “matchably bound.”

UMI is a special case of RI-2 and the negative
polarity version is a special case of RI-1. These
can handle inferences where the major premise is
a more complex construction than every p is a q.
RI-2 can be used to conclude Something is a cap
or pretty if Little Red Riding Hood wears it from
Every dress or hood that Little Red Riding Hood
wears is pretty and Something is a cap or a hood.
See Appendix C for a thorough discussion on Rule
Instantiation.

S Integration with Machine Learning

While a working inference system is beyond the
scope of this paper, in this section we discuss some
ways in which machine learning can be leveraged
in conjunction with the inference formalism that we
describe in this paper. An obvious and important
role for machine learning in building a ULF-based
inference system is to train a semantic parser to pro-
vide ULFs for English sentences. Our preliminary
work in this direction (Kim, 2019) using an anno-
tated dataset has shown promising results. Our cur-
rent method is to train an LSTM to parse action se-
quences for a cache transition parser (Gildea et al.,
2018). Including contextual embeddings such as
BERT (Devlin et al., 2019) and RoBERTa (Liu
et al., 2019) as inputs to such as model will allow
the parser to use the representational power of these
embeddings to select the most appropriate parse.
Similarly, we can expect polarity labeling algo-
rithms to improve with the introduction of contex-
tual embeddings, though we are unaware of any
work that has tried to do this. This labeling could



also have a collaborative effect with a symbolic po-
larity labeling. With a partially complete lexicon of
negative polarity inducing operators, a ULF could
verify parts of the sequentially labeled polarities
or correct them if inconsistencies are found in the
graph where lexical knowledge is available.

For tasks like SICK (Marelli et al., 2014) which
rely largely on lexical specializations, we envi-
sion using a lexical resource like WordNet (Miller,
1995). There still remains the issue of word sense,
which is not resolved in ULF. Again distributional
word representations could be used here to select
the most appropriate word sense or set of word
senses. Tasks that provide all the necessary rela-
tionships such as FraCaS (Cooper et al., 1996) do
not require any additional axioms beyond inference
rules for basic logical operators and for introduc-
ing and eliminating macro operators. For example,
modeling relative clauses, which appear frequently
in FraCaS, simply requires properly handling the
relativizer and post-nominal modification macros
to get a monotonicity ordering between predicates
“A” and “A that B” that is fully modeled by logical
conjunction “A” and “(A z: ((x A) A (z B)))”.

The near-syntactic nature of ULF allows accu-
rate generation of English sentences corresponding
to formulas (Kim et al., 2019). An interesting ques-
tion is whether generative language models could
be used to enhance inference generation. Such
models are trained to learn the patterns of language
use, and as such do not necessarily reflect valid en-
tailments. But anchoring the use of language mod-
els to a symbolic representation like ULF would
potentially enable constraining inferences to inter-
pretable ones.

6 Conclusion

We have presented a proof-based formalism for
making natural logic inferences from ULFs with in-
proof scoping assumption declarations using less
ambiguous, scoped LFs. This inferential capacity
of ULF, in conjunction with its ease of parsing,
positions ULF as a promising representational ba-
sis for automatically generating natural logic infer-
ences. Machine learning tools can then be deployed
for semantic parsing (ULFs) and sequence labeling
(polarities), both well-researched paradigms, rather
than building a model of Natural Logic directly on
top of statistical tools.
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Appendix A Sanchez-Valencia’s
Treament of Natural Logic

This appendix lays out the formal treatment of
Séanchez-Valencia’s Natural Logic which is de-
scribed in Section 2. The semantics of Sanchez-
Valencia’s Natural Logic is rooted in an undirected,
typed lambda calculus constructed from derivations
of Lambek cum Permutation Calculus (Lambek,
1988). The primitives semantic types are e and
t (for entities and truth values) which denote sets,
with complex types of the form (a, b) where a and
b are semantic types in the language.There is one
inference rule over these, (o, 3), & — [, where
the order of the functor and the argument do not
matter.

Definition A.1. Monotonicity is defined over the
partial ordering relation <, which is defined as
follows, where a is a semantic type and D, is the
corresponding set:

e Ifa, 8 € D, then o <, Fiff a = .

s Ifa,f € Dythena <; fiffa = Lor 5 =
T.

* If o, 8 € Dy gy then a <(.q) B iff for each
k € D, ak) <q B(K).

Definition A.2. Monotonicity for functions f €
D(q,p) 1s defined over this ordering as follows:
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e fis upward monotone iff for all x,y € D,,
7 <q y entails f(z) <, f(y).

* f is downward monotone iff for all x,y € D,,
x <, yentails f(y) <p f(x).

* f is non-monotone if it is neither upward or
downward monotone.

Definition A.3. Monotonicity of an occurrence M
in N is defined relative to its semantic interpreta-
tion, where I is the interpretation function such
that:

e M is upward monotone in N iff I(M) <
I(M') entails I(N) < I(N{M/M'}) for all
models and assignments.

* M is downward monotone in N iff I(M') <
I(M) entails I(N{M/M'}) < I(N) for all
models and assignments.®

Using this, Sanchez-Valencia proves that pos-
itive and negative polarity items from the prior
Natural Logic literature corresponds to upward and
downward monotone occurrences. From this corre-
spondence the soundness of substituting supersets
for subsets in positive polarities and vice versa is
realized.

Appendix B Detailed Inference System
Correspondence

Séanchez-Valencia reasons using a tableau proof
system (Beth, 1955) with nodes of the form

s b

where a;,1 < i < nand b;1 < j < m are English
expressions with corresponding Lambek deriva-
tions a; and b’. The proof starts with the premises
on the left side (a;) and the desired conclusions
on the right side (b;). The proof concludes when
all paths of the proof tree are closed. A path is
closed when the leaf node of the path has the same
statement (including scope markings) on both sides
of the node. For those unaware of the notation of
tableau systems, this node can be interpreted as the
following well-formed formula.

(A1 ANAg A ... /\An) — (Bl VByV..V Bm)
A tableau step, e.g.

can be interpreted as the formula
(A— B)+— (A = B)
SN{M/M'} is shorthand for M’ substitutes for M in N.

al,ag,...,an ® bl, bg,

aeb

b/

a/
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B.1 Marking in NLog
Séanchez-Valencia’s (1991a) monotonicity and
scope marking rules are
X e AY
X e A*Y

A X
A* X

Y
Y

where A* is a monotonicity or scope marking
of A provided by the fixed Lambek analysis of
A. Monotonicity can take values + and — and
scoping is marked with ()# where the parentheses
circumscribe the words associated with the top-
level scope.

B.2 Scope Marking in ULF

Rather than using a Lambek analysis for identifying
the operator scopes and as a result the polarities,
scoped logical forms (SLFs) are used, which are
ULFs with disambiguated scopes. The conversion
from ULF to SLF can be denoted mid-proof so that
a specific scoping does not need to be committed
to at the start of the proof.

B.2.1 Mapping ULFs to SLFs

Scoping for ULFs comes in two flavors:

(S1) Independent scoped operators. An indepen-
dent scoped operator is one that simply raises
up to any wff level and introduces some in-
formation to only that scope of the overall
formula. This includes tense, aspect, and
sentence-level adverbials operators. These
operators add temporal, locative, or general
additional contextual information to the wff.

(IAbelardl! ((past see.v) him.pro yesterday.adv-e))

J scoping
(past (yesterday.adv-e (IAbelardl (see.v him.pro))))

(§2) Determiners with restrictors. When deter-
miners are scoped, they bring with them the
restrictor predicate. A variable is introduced
which is placed in the position of the lifted
constituent and this variable is quantified with
the lifted determiner and restricted by the re-
strictor predicate.

(lAbelardl (see.v (a.d carp.n)))

J scoping
(a.d z: (z carp.n) (IAbelard! (see.v x)))



B.2.2 Scope Marking with SLFs

In accordance with Sanchez-Valencia’s treatment,
we will only perform scope marking on the (S2)
classes of scoping operators. Fortunately, this is the
more interesting one from a structural perspective.
The scoping of ULFs with (S2) classes leads to a
more decoupled representation of the constituent,
so we must define a correspondence between these
components that allows us to still mark the scoping
of the ULF based on the fixed scoped realization.

The key to making a correspondence between
the (S2)-type constituent in ULF and SLF is the
quantified variable of the SLF. For a ULF, v which
contains a quantified expression ¢ of form the (§ )
where J is a determiner and 7 is a predicate, the
corresponding formula with (§ 7) at the top-level
scope is (6 z: (x ) P[9/x]).

Top-level scope marking process Knowing this
correspondence, we have a path to marking the
ULF quantified expression constituent that is the
top-level scope. Given the SLF which defines the
scope ordering, the constituent of the form (¢ )
in psi at the position of x in ¥[?/z] is marked as
the top scope of . Note that ¢ does is not an
alias for the pattern (§ 7). Rather it refers to a
unique constituent of 1 which has the form (§ ).
This is an important distinction in order to properly
handle sentences with multiple constituents of the
same form, e.g. "A dog greets a dog". Below is an
example to help illustrate the mapping.

"Abelard sees a carp”
SLF (a.d z: (x carp.n) (IAbelard! (see.v x)))
Marked ULF (lAbelardl (see.v (a.d carp.n)#))
d: a.d, w: carp.n

In practice, we will not use the actual natural
logic marking for inference since we don’t use the
tableau method for inference. Rather, we use this
process to identify the ULF constituent with the
top-level scope on the fly using the process which
retains the same inferential capacity to the marking
in tableau method.

B.3 Polarity marking in ULF

We perform polarity marking in a two stage process
that mirrors the process used by (Sdnchez Valen-
cia, 1991a). First we classify lexical entries ac-
cording to their monotonicity properties—in which
direction they place entailment contexts on their
arguments—and mark them in the SLF with sub-
scripts. For example, the determiner no.d, which

Scoping Operators (S1) Determiners (S2)

not(_), never.adv_ adcy ), everyd i),
some.d 4 4,
many.d4 1),
InOSt.d(jL’O)

Figure 6: Examples of lexical monotonicity markings.

has negative downward entailment on both the re-
strictor and scope is marked as no.d(_ . Here are
a few lexical polarity annotated items. The pos-
sible entailment options are + for upward, — for
downward, and o for flat. Figure 6 provides more
examples.

Unmarked lexical entries are assumed to have
upward entailment on all of their arguments. Using
the lexical annotations, we mark the local entail-
ment direction of the argument constituents in the
SLF using subscripts again. For example, the SLF
for "no scientist knows every scientific fact"

(no.d(_ _y z: (x scientist.n)
(every.d(_7+) y: (y (scientific.a fact.n))
(z (know.v y))))

gets its arguments marked as follows.

(no.d(_ _y z: (x scientist.n)_
(every.d(_ 4y y: (y (scientific.a fact.n))_
(z (know.v ));)-)

Finally, the global polarity is derived from these
local entailment directions and marked with super-
scripts. The global polarity is derived by traversing
the SLF from the root and counting the number of
occurrences of negative and flat entailments. The
global polarity is computed form this using the
following rules, applied in order.

1. If node a has no polarity if any node in the
path from the root to a is marked with o (flat
local entailment).

2. Else, if node a has negative polarity if there
are an odd number of nodes between the root
and a (including a) marked with — (down-
ward local entailment).

3. Otherwise, node a has positive polarity.

Following these rules the argument marked SLF
gets marked with global polarity as (limiting global
polarity marking to just nodes with local entailment
marking for readability)
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(y (scientifica factn)) (z (knc;W.v y))))

Figure 7: A tree representation of the SLF for "No scientist knows every scientific fact." with all lexical mono-
tonicity, local entailment context, and global polarity markings.

A

person fact

scientist + - scientific fact

physicist physics fact

Figure 8: Monotonicity orderings of the predicates that
are involved in the polarity inference example. Lower
predicates are subsets of predicates above them. Predi-
cates can be replaced with those above them in positive
polarity and below them in negative polarity.

(no.d(,7,) x: (x scientist.n)_
(every.d_ 4y y: (y (scientific.a fact.n)) ™

(z (know.v y));)")

The propagation of the polarity is easier to see
when the SLF is written in a tree diagram, Figure 7.

Then we can mark the global polarity in the
ULF according to the corresponding constituent
in the SLFE. The following is the resulting ULF
for the above SLF, only marking constituents that
correspond to predicates in predicative position in
the SLF.

((no.d scientist.n™)
(know.v~ (every.d (scientific.a fact.n)1)))

We now show that these markings result in infer-
ences that follow our intuition. From the sentence
"No scientists knows every scientific fact" we want

to infer
(1) a. No physicist knows every scientific fact
b. No scientist knows every fact
but not
(2) a. *No person knows every scientific fact
b. *No scientist knows every physics fact

Figure 8 shows the monotonicity orderings of the
predicates that are involved in this example and the
direction of warranted inference in each polarity.
In positive polarity, we are warranted inference
upward on this diagram, and for negative polarity
downward. That is, ‘scientist’ is in negative po-
larity which warrants replacement by ‘physicist’,
which is indeed intuitively warranted in English.
As is desired from the motivating sentences, “scien-
tist” is in negative polarity and can be replaced with
“physicist” (1a) and “scientific fact” is in positive
polarity and can be replaced with “fact” (1b).

B.4 Inferences with ULFs
B.4.1 Negation

Sanchez-Valencia’s (1991a) negation rule is

x,Neg(a) I Y

Teay

In simple logical terms, this rule is
(XAN-A4)=Y)« (X = (AVY)) (1)

Negation of ULFs is performed by applying the
logical ‘not’” operator so no special rule is necessary.



For instance, the negation of the ULF (lAbelardl
walk.v) is (not (IAbelard| walk.v)).

Some identities that are useful for inferences are
listed below, in the form of inference rules. Proofs
for these identities can be given using the formal
definitions of the respective generalized quantifiers.

(not (not ¢)) ¢
¢ (not (not ¢))
(not (some.d v: ¢ @)) (no.d v: v @)
(no.d v: ¢ @) (not (some.d v: ¢ @))
(not (a.d v: v @)) (mo.d v: vy @)
(no.d v: ¢ @) (not (a.d v: v ¢))

B.4.2
While ‘be.v’ are included in ULFs for simplifying
the interface to natural language since the copula
can act as an anchor for modifications from ad-
verbial phrases and temporal information from its
conjugation, we can consider it to be semantically
void with respect to its arguments.

SLF Rule 1 (be.v Elimination).

(ady: (y P) (z (be.v (=y))
(z P)

Handling ‘be.v’

where P is an arbitrary unary predicate and x is an
arbitrary term.

Proof
1. ady: (y P) (x (be.v (= 1)) Assumption
2. I((ady: (y P) (z (be.v (=) Interp. fn.
3. There exists d € D s.t. d € I(P) and Satisfaction
I((z (be.v (= y))))Hv:< conds of 3
4. There exists d € D s.t. d € I(P) and Def of be.v
I(( (= y))) v
5. There exists d s.t. d € I(P) and I(=)
(I(z) = d)
6. I(x) € I(P) Variable
substitution
7. (x P) Interp. fn. of
predication

With this inference rule we can easily derive a
predicate subset defining inference rule which is
necessary for polarity inferences.

(every.d x: (x P1) (a.d y: (y P2) (x (be.v (=9)))))
(every.d x: (x P1) (x P2))

where P1 and P2 are arbitrary unary predicates.

For example, from the initial SLF for "every
carp is a fish" we get a nice relationship between
the predicates ‘carp.n’ and ‘fish.n’.
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(every.d x: (x carp.n) (a.d y: (y fish.n) (z (be.v (= y)))))

4
(every.d x: (z carp.n) (x fish.n))

B.4.3 Monotonicity Inference

The basic monotonicity inference rule in Natural
Logic takes a subset relationship between two pred-
icates, P1 C P2, and a formula, f, where some-
thing of type P1 occurs in positive polarity. Then
we can assert f’ which is the same as f except that
P2 is substituted for P1. We can state a direct
analog of this rule using SLFs.

We also formulate a similar rule which takes
the subset relationship P1 C P2 and a formula g,
where something of type P2 appears in negative
polarity. In this case we can assert ¢’ which is
the same as g except that P1 is substituted for P2.
Using SLFs the inferences looks as follows.

SLF Rule 2 (Monotonicity Inference, SMI).

(0 x: (x P1)* ¢(2)), (every.d y: (y P1) (y P2))
(6 z: (z P2) ¢(x))

(0 x: (x P2)~ ¢(x)), (every.d y: (y P1) (y P2))
(0 x: (x P1) ¢(x))

where § is a determiner.

The SLFs are necessary for keeping track of the
outer scope and determining the polarities, but the
core inference can be written using ULFs, closer
to surface form, with the SLFs acting as auxiliary
information to ensure consistency of the formulas.
Using ULFs and chaining SMT and be.v elimination
we get the following inferences.

ULF Rule 1 (Monotonicity Inference, UMI).

®[(6 P1)*], ((every.d P1) (be.v (= (a.d P2))))
o[(0 P2)]

¢[(6 P2)7], ((every.d P1) (be.v (= (a.d P2))))
o[(0 P1)]

where § is a determiner.

It is worth noting that if the restrictor of a deter-
miner is a conjunction of predicates restricting the
variable, then due to the upward entailing nature
of the A operator we can propagate the polarity
induced by the determiner on its restrictor to each
term in the conjunction. Also, we know that the
A operator preserves subset relations, that is if
satisfies predicates P1 and P2 and if every ele-
ment of P1 is also in (), then x must satisfy the
predicates () and P2. Therefore, in a case where a
variable is restricted by a conjunction of predicates,



it is possible to use the monotonicity inference rule
on individual predicates in the restrictor. This is
particularly useful when dealing with extensionally
modified predicates (see B.4.4).

Example 1. Now we will use the presented
ULF/SLF marking and inference rules to per-
form an inference over generalized quantifiers that
Sanchez Valencia (1991a) demonstrated: from
"Abelard sees a carp” and "Every carp is a fish" we
will conclude "Abelard sees a fish". Before we start
the inference, we walk through the scoping and po-
larity derivation of assumption (1), which will be
used in the inference. This derivation takes the
place of the Lambek derivations used by Sanchez-
Valencia to get polarity and scoping information
into the proof.

Scoping and Polarity Derivation

1. (IAbelard! (see.v (a.d carp.n))) ULF
2. (adz: (z carp.n) (IAbelardl (see.v x))) Only possible
scoping

3. (ad4,4) = (z carp.n) a.d lexical
(lIAbelardl (see.v x))) monotonicity

4. (ad z: (x carp.n) Local entail.

(IAbelardl (see.v x))+) context
5. (a.d z: (x carp.n)™ Global
(IAbelard! (see.v z)")™) polarity
Now for the actual proof.
Proof
1. (IAbelard! (see.v (a.d carp.n))) Assumption
2. ((every.d carp.n) (be.v (= (a.d fish.n)))) Assumption
3. (IAbelard| (see.v (a.d carp.n)™)) Polarity
marking, 1.
4. (IAbelard! (see.v (a.d fish.n))) UM, 2..3.

B.4.4 Inferences with Predicate Modifiers

Let P’ be an extensional modification of a predicate
P, and let P,,, be the modifying predicate. Since
the modification is extensional, we know that an
entity x satisfies P’ if and only if it satisfies both
P and P,,. Hence we get the following rule.

SLF Rule 3.

(0 2 (x P') ¢())
(0 z: ((x P) A (z Pn)) ¢(x))

where P’ is an extensional modification of the pred-
icate P with modifying predicate P,,, and ¢ is a
determiner.
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This rule can then be combined with monotonic-
ity inference to get

ULF Rule 2.

#[(6 (M P1))™], ((every.d P1) (be.v (= (a.d P2))))
o[(6 (M P2))]

where M is an extensional modifier and ¢ is a de-
terminer. A similar rule for negative polarities can
be written as well.

This allows us to make another inference demon-
strated by Sanchez Valencia (1991a):

Example 2. From "Abelard sees a male carp” and
"Every carp is a fish", we will conclude "Abelard
sees a male fish".

Scoping and Polarity Derivation

1. (IAbelardl (see.v (a.d (male.a carp.n)))) ULF
2. (a.d z: (x (male.a carp.n)) Only possible
(IAbelard! (see.v x))) scoping

3. (a.d z: ((= male.a) A (zx carp.n)) Assume
(IAbelard! (see.v x))) intersective

modification

4, (a.d(4,4) z: ((x male.a) A (x carp.n)) a.d lexical
(IAbelard! (see.v x))) monotonicity

5. (a.d z: ((z male.a) A (x carp.n))+ Local entail.
(IAbelard! (see.v x))) context
6. (a.d z: ((z male.a) A (z carp.n);) Upward entail.
(IAbelard! (see.v x))4) of A
7. (ad z: ((x male.a)™ A (x carp.n)™) Global
(IAbelard| (see.v z)™)™) polarity
Proof
1. (IAbelardl (see.v (a.d (male.a carp.n)))) Assumption
2. ((every.d carp.n) (be.v (= (a.d fish.n)))) Assumption
3. (IAbelard! (see.v (a.d (male.a carp.n™)))) Polarity
marking, 1.
4. (IAbelard (see.v (a.d (male.a fish.n)))) uMml, 2.,3.

The need for addressing the intersective nature
of the modification in male fish brings up a benefit
of using ULFs as a basis for the inferences. Since
ULF is explicitly underspecified, the assumptions
made during the inference process must be stated.
The corresponding proof presented by Sénchez-
Valencia hides the assumption of intersective mod-
ification in the lexical monotonicity marking of
male (as ((e,t)", (e,t))). In ULF, modifications
are assumed to be intensional unless otherwise as-
sumed, so the intersective nature of the modifier
male.n must be explicitly stated.



B.4.5 Conversion Rules

Séanchez-Valencia’s (1991a) conversion rule is

I

Before stating the corresponding rule for ULFs,
we note that the rule also works for the determiners
a.d and no.d. Thus we state the ULF conversion
rules as follows:

SLF Rule 4 (Conversion).

(da: (z P)(z @) < (dy: (yQ) (y P))
where d € {some.d, a.d, no.d}.

Y
Y

(some y)¥ is a x, X

(some )7 isay, X

Correctness of this rule can be argued using the
definitions of the generalized quantifiers ‘some’,
‘a’, and ‘no’ and subset relations under interpreta-
tion.

Using ULFs and chaining this rule with the be.v
inference, we get the following rule.

ULF Rule 3 (Conversion).

((d1 P) (be.v (= (d2 Q))))
< ((d1 Q) (be.v (= (d2 P))))

where d1 € {some.d, a.d, no.d} and d2 € {some.d,
a.d}.

B.5 Boolean Connectives

Sénchez-Valencia (1991a) handles generalized
boolean connectives by allowing connectives (and,
or) to have the type (a, (a, a)), where a is any com-
plex category ending in ¢. Then the inference rules
appropriately substitute one of the connective con-
stituents for the entire phrase. The rules, which we
will not list here, have a few versions depending
on the position of the connective due to the left
side of the tableau nodes being interpreted as con-
nected with conjunctions and the right side with
disjunctions.

ULF handles this similarly, without the tableau-
specific details by allowing connectives to be inter-
preted as (A, (A, A)) for an arbitrary type A. They
are interpreted as generalized lambda expressions.

Definition B.1 (ULF Generalized Connective).

(Ax B)+~
Azxy, ey zn: (Axy...xp) X (B x1...25)))

where x € {and.cc, or.cc} and both A and B are
prefix operators with arity n. Infix operators are
defined in the equivalent way while respecting the
predicate position relative to the arguments.
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This along with the observation that the follow-
ing formulas hold true through the intersective and
unionistic nature of conjunction and disjunction,
respectively, allow us to use simple monotonicity
rules in the context of boolean connectives.

Ax1,...,xn: (Axy...Ty) and.cc (B z1...7,,))) C A, B

A,BC(Azx1,...,xn: (Ax1...xp) or.CC (B T1...20)))

Appendix C Polarity-based EL Inference

EL supports two forward inference rules and two
goal-based inference rules that operate on substitu-
tions under appropriate polarity contexts (Schubert
and Hwang, 2000). Here we present a couple of
examples and connect it to the inference rules in
ULF. First, the forward inference rules, called Rule
Instantiation (RI):

RI-2
MAJ(¢~), MIN(¢'")
MIN,(MAJ,(T7)™)

RI-1
MAJ(¢~), MIN(¢'")
MAJ,(-MIN,(LT)7)

where RI-1 is sound if the only variables
in the matching expression (¢’) of the minor
premise (MIN) are “matchably bound,”—bound
within ¢’ or by a universal quantifier in positive
polarity context or existential quantifier in negative
polarity context—and RI-2 is sound if the only vari-
ables in the matching expression (¢) of the major
premise (M AJ) are “matchably bound.”

It turns out that the monotonicity rule presented
by Sdnchez Valencia (1991a) is a special case of RI-
2. Here is an example to demonstrate a monotonic-
ity inference over SLFs, which for this inference is
sufficiently disambiguated.

Proof

1. Every carp is a fish Assumption
2. Abelard sees a carp Assumption
3. (every.d z: (x carp.n) SLF for 1.
(a.d y: (y fish.n) (be.v (=y))))
4. (ad z: (y carp.n) (IAbelardl (see.v y))) SLF for 2.
5. (every.d x: (x carp.n) (x fish.n)) be.v Elim, 3.
6. (every.d z: (z carp.n)~ (z fish.n)™) Polarity
marking, 5.
7. (ady: (y carp.n)™ Polarity
(IAbelard! (see.v y)™) marking, 4.
8. (ady: (y fish.n)™ RI-2, 6.,7.
(IAbelardl (see.v 3))T) (see C)
9. Abelard sees a fish English for 8.

Step-by-step RI-2 application

1. (every.d z: (z carp.n)~ (z fish.n)™) MAJ



2. (ady: (y carp.n)™ MIN
(IAbelard! (see.v y))*)
3. T = (y fishn)™ Converted
MAJ,
{z/y}. L.
4. 1 v (y fish.n)* — Def, 3.
5. (y fishn)™ 1 Elim, 4.
6. (a.dy: (y fish.n)™ Subst. of
(IAbelard! (see.v y))™) converted
MAJ,?2.5.

Notice that this proof holds for an arbitrary pred-
icates in place of carp and fish and an arbitrary
sentence where carp occurs in positive polarity
context in place of Abelard sees a carp. Thus, RI-2
is a generalization of Sdnchez’s monotonicity rule.

(every x)% isay, F(zt), X I Y
(every x)% isay, F(y),X oY

Note that RI-2 can also handle inferences where
the major premise is a more complex construction
than “every p is a ¢”. In episodic logic, RI-2 can
be used to conclude Something is a cap or pretty if
Little Red Riding Hood wears it from Every dress
or hood that Little Red Riding Hood wears is pretty
and Something is a cap or a hood (Schubert and
Hwang, 2000).

Additionally, RI-1 is a generalization of the re-
verse inference: substituting in more specific predi-
cates when in negative polarity.

Step-by-step RI-1 application

1. (every.d z: (z carp.n)™ (z fish.n)™) MIN
2. (no.dy: (y fish.n)~ MAJ
(IAbelard! (see.v y))™)
3. (no.d z: (x fish.n)~ Converted
(IAbelard| (see.v x))™) MAJ,
{y/x}.2.
4. —((x carp.n)” — L) Converted
MIN, 1.
5. =(—(zx carpn)” v LT) — Def, 4.
6. - (xz carppn)” ATT de Morgan, 5.
7. (xcarpn)” ATT — Elim, 6.
8. (zcarp.n)” T Annih, 7.
9. (no.d z: (z carp.n)” Subst. of
(IAbelardl (see.v x))™) converted
MIN,3.8.

We’ve already shown that RI subsumes the
specialized monotonicity inference presented by
Séanchez Valencia (1991a). Now, we will show that

in first order contexts RI also subsumes a more
general presentation of natural logic inference by
Sénchez Valencia (1991b). The upward mono-
tonicity inference in positive contexts is written
by Sénchez Valencia as

[M] < [M7] [N(M)]
[N(M)]

Where [] is the denotation function and < is the
monotonicity ordering from Definition A.1. We
will refer to this rule as SVMI. First, we show that
the RI-2 inference in first order contexts can be
interpreted in this form.

Since RI-2 substitutes MAJ,(T) for ¢'*
in MIN(¢'"), if we can show that [¢'] <
[MAJ,(T)], then RI-2 can be justified through
SVMI. As M AJ(¢) is assumed in RI-2,if ¢ = T,
then for all models satisfying the assumptions,
MAJ(T) = T.” Basically, MAJ(¢),(¢p =
T) — MAJ(T). This by definition of < (A.1)
satisfies [¢] < [MAJ(T)]: in any case where
¢ is true, so is MAJ(T). Since ¢ and ¢’ are
matchably bound, their differences are irrelevant
in the above justification and can be substituted
for each other. Thus, for any application of RI-2
[¢'] < [MAJ,(T)] holds, and therefore the infer-
ence can be justified through SVMI.

Now, we show that for any SVMI inference
where M and M’ are wffs, it can be written
in the form of R1-2. [M] < [M'] can be re-
stated as (V,M — M’), which we identify as
MAJ(¢~), where M is phi and we know that M
is in a negative polarity context due to V. N (M)
is identified as MIN(¢'") where M is ¢’ and
we know is in a positive polarity context by as-
sumption. MAJ(T) = T — M = M so
MIN(MAJ(T)) = N(M").

We conjecture that this generalizes to all M and
M’ that are not wffs. The monadic predicate case
seems simple enough through a connection with
modus ponens, but proofs for cases such as deter-
miners and variables are more elusive.

Appendix D Traditional Aristotelian
Syllogisms in ULF

In this appendix, we show that similar to Sdnchez-
Valencia’s (1991a) Natural Logic, the inference
system described for ULFs can explain traditional
syllogistic inference. We will give proofs for the

"This step requires the first-order context. In intensional
contexts, the substitution via equality is not justified.



syllogisms of the first figure using ULFs. Since all
other syllogisms can be derived from these, this is
sufficient to show that all traditional syllogisms can

be derived.

D.1 Scoping and Polarity Derivations

Before proving the syllogisms we go through the
scoping and polarity derivations of the propositions

used in the syllogisms.

Proposition i. “Every X isa Y”
1. ((every.d X) (be.v (= (a.d Y))))

2. (everyd z: (z X) (z (be.v (= (a.d Y)))))

ULF

Scope every.d

3. (everyd z: (z X) Scope a.d
(ady: (yY) (z (be.v (=y))))

4. (every.d_ 4y z: (z X) Lexical
@dg,pHy:@wY) monotonicity

(m (be.v (=)
5. (everyd z: (z X)_

Local entail.

(ady: (yY)+ context
(z (be.v (= y)))+)+)
6. (everydz: (z X)~ Global
(ady: (yY)* polarity
(x (bev =yNH)
Proposition ii. “Some X isaY”
1. ((some.d X) (be.v (= (a.d Y)))) ULF
2. (some.d z: (z X) Scoping
(ady: (yY) (z (be.v (=y)))))
3. (some.d4 1) z: (z X) Lexical
ad4,pHy:@wY) monotonicity

(z (be.v (=)
4. (some.dz: (x X),

Local entail.

(ady: WY)+ context
(z (be.v (=y)))+)+)
5. (some.d z: (z X)T Global
(ady: (yY)*+ polarity
(@ ey =yNHH)
Proposition iii. “No X isa Y™
1. ((no.d X) (be.v (= (a.d Y)))) ULF
2. (nodz: (z X) Scoping
(ady: (yY) (z (be.v (=y))))
3. (no.d(— _y z: (z X) Lexical
(ady,Hy:wY) monotonicity

(z (be.v (=)
4. (modz: (z X)—

Local entail.

(ady: (yY)+ context
(x (be.v (= y)))+)-)
5. modz: (x X)~ Global
(ady: (YY)~ polarity

(x (bev(=y)N 7))

Proposition iv. “Not every X isa Y”

1. (not (every.d X) (be.v (= (a.d Y)))) ULF
2. (not (every.d z: (z X) Scoping
(ady: (YY)
(z (be.v (=y)))
3. (not(_y (every.d(— 4y z: (xz X) Lexical
@ady,Hy:wY) monotonicity

(z (be.v (=)

4. (not (every.d z: (x X)— Local entail.

(ady: (y )+ context

(z (be.v (=y))+)+)-)
5. (not (every.d z: (x X)* Global
(ady: (yY)™ polarity

(x (be.v(=y))7)7)7)

D.2 Deriving the Syllogisms

Syllogism 1 (Barbara). “Every M is a P” and
“Every S is a M” entail “Every S'isa P”.
Proof

1. ((every.d M) (be.v (= (a.d P)))) Assumption
2. ((every.d S) (be.v (= (a.d M)))) Assumption
3. ((every.d M)~ (be.v (= (a.d P)))) Polarity
marking, 1.
4. ((every.d S) (be.v (= (a.d P)))) uMmI, 2.,3.

Syllogism 2 (Darii). “Every M is a P” and “Some
S is a M” entail “Some S is a P”.
Proof

1. ((every.d M) (be.v (= (a.d P)))) Assumption
2. ((some.d S) (be.v (= (a.d M)))) Assumption
3. ((some.d S) (be.v (= (a.d M)T))) Polarity
marking, 2.
4. ((some.d S) (be.v (= (a.d P)))) umI, 1.,3.

Syllogism 3 (Celarent). “No M is a P” and “Ev-
ery Sisa M” entail “No Sisa P”.
Proof

1. ((no.d M) (be.v (= (a.d P)))) Assumption
2. ((every.d S) (be.v (= (a.d M)))) Assumption
3. ((no.d M)~ (be.v (= (a.d P)))) Polarity
marking, 1.
4. ((no.d S) (be.v (= (a.d P)))) uMmI, 2.,3.

Syllogism 4 (Ferio). “No M is a P” and “Some S
is a M entail “Not every S is a P”.

Using the logical interpretation of Séanchez-
Valencia’s Negation Rule twice (1), we see that the



syllogism is true iff “Every S is a P’ and “Some
S'is a M” entail “Some M is a P”. We prove this
as follows.

Proof

1. ((every.d S) (be.v (= (a.d P)))) Assumption

2. ((some S) (be.v (= (a.d M)))) Assumption

3. ((some S)* (be.v (= (a.d M)))) Polarity
marking, 2.

4. ((some P) (be.v (= (a.d M)))) um, 1.,3.

5. ((some M) (be.v (= (a.d P)))) Conversion, 4.

This could alternatively be proved by contradic-
tion without the use of the equivalent of the Nega-
tion Rule, where “Not every S is a P~ becomes
negated to “every S is a P”, after which, applying
UMI and Conversion leads to a contradiction.

40



