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Abstract

Negation is a linguistic universal that poses dif-
ficulties for cognitive and computational pro-
cessing. Despite many advances in text ana-
lytics, negation resolution remains an acute
and continuously researched question in Na-
tural Language Processing. Reliable negation
parsing affects results in biomedical text min-
ing, sentiment analysis, machine translation,
and many other fields. The availability of
multilingual pre-trained general representation
models makes it possible to experiment with
negation detection in languages that lack an-
notated data. In this work we test the perfor-
mance of two state-of-the-art contextual rep-
resentation models, Multilingual BERT and
XLM-RoBERTa. We resolve negation scope
by conducting zero-shot transfer between Eng-
lish, Spanish, French, and Russian. Our best
result amounts to a token-level F1-score of
86.86% from Spanish to Russian. We corre-
late these results with a linguistic negation ty-
pology and lexical capacity of the models.

1 Introduction

Negation continues to occupy the minds of many
researchers. It is a fascinating and complicated lin-
guistic phenomenon that is still not entirely under-
stood or conceptualized. Moreover negation is an
important thought process. The ability to negate is
a deeply human trait that is also universal, there-
fore any given language is bound to have negation
(Horn, 2001).

Negation has the power to change the truth value
of a proposition. Thus its identification in text is of
utmost importance for the reliability of results since
negated information should either be discarded or
presented separately from the facts. This is parti-
cularly relevant for biomedical text mining and
sentiment analysis but is also important for most
Natural Language Processing (NLP) tasks. The

identification of negated textual spans, however, is
far from trivial. Negation exhibits great diversity
in its syntactic and morphological representation.

Like many other NLP tasks, most work on nega-
tion detection has been done on the English lan-
guage, though there is a growing amount of re-
search on negation detection in Spanish, Chinese
and some other languages. Despite the need for
quality text analytics around the world, annotated
data is still sparse in many languages. This mo-
tivates the further exploration of approaches like
transfer learning where models are trained on avail-
able resources and subsequently tested on a differ-
ent target language.

In this paper we use a cross-lingual transfer-
learning approach for negation scope detection
using two state-of-the-art general purpose repre-
sentation models: mBERT (Multilingual BERT,
Devlin, 2018) and XLM-R (XLM-RoBERTa, Con-
neau et al., 2020). We fine-tune the models on
freely accessible annotated corpora in English,
Spanish, and French and test them cross-lingually.
Additionally we test the models on a small dataset
in Russian which was specially annotated for the
experiment. Our research is guided by three objec-
tives:

• We compare the performance of two state-of-
the-art models on the task of cross-lingual zero-shot
negation scope resolution in Spanish, French, and
Russian;

• We experiment with Russian which is an under-
sourced and under-researched language regarding
the task of negation detection;

• We study the four involved languages typologi-
cally and correlate our findings with the experiment
results.

In Section 2 we perform a brief typological
analysis of the languages in relation to negation.
Additionally, we overview previous work on cross-
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lingual negation scope resolution. Section 3 dis-
cusses the datasets and highlights their annota-
tion differences. We describe the experiments and
present the results in Section 4, and in Sections 5
and 6 we discuss the results and draw conclusions.

2 Negation and its processing

Linguistics and typology. A number of psy-
cholinguistic studies show that humans require ex-
tra time in order to process negation during lan-
guage comprehension (Gulgowski and Błaszczak,
2020). This is attributed to the fact that humans
first construct a positive counterpart of the argu-
ment and only then embed its negative aspect as an
extra step (Tian and Breheny, 2016). Indeed, nega-
tive sentences exhibit a more complicated, marked-
up structure on a lexico-syntactic level which is a
universal feature (Barigou et al., 2018). The main
building blocks of this markup are negative words
and expressions, also known as negative markers,
cues, or triggers.

When a sentence contains more than one nega-
tion trigger, Negative Concord (NC) languages
treat them as one, letting relevant negative markers
intensify one another. The majority of languages
including French, Spanish, and Russian belong to
the NC group. Standard English, on the other hand,
is a Double Negation (DN) language where each
negative marker is interpreted separately.

Hossain et al. (2020) compared English to a num-
ber of languages in regards to negation features
drawn from the World Atlas of Language Struc-
tures (WALS)1. They showed that the number of
negation-related errors in machine translation corre-
sponds to how close the languages are in a typology
based on negation.

Inspired by their discoveries we construct a
negation-based typology for our languages and
merge it with the classification from Dahl (1979).
Even though English, French, Spanish, and Rus-
sian are in the same linguistic family and feature
the same subject-verb-object pattern, the typology
based on negation assigns them to different cate-
gories (Table 1).

We expect a negation-based linguistic typology
to help us predict and interpret our results. Accord-
ing to our classification, Russian is most similar
to Spanish and least similar to English. Thus we
hypothesise that zero-shot transfer from Spanish
into Russian will be most successful.

1https://wals.info/

Lang predNeg symm NC/DN Dahl et al.
RU yes symm NC S11 12

ES mixed symm NC S11 12

FR no symm NC S112 12/22

EN no both DN S11/S3 22

Table 1: Negation-based typology of languages. Pred-
Neg indicates whether negative indefinite pronouns re-
quire an additional negative particle. Symmetricity of
negation (symm) shows whether the presence of a nega-
tion marker causes grammatical changes in the sen-
tence. NC/DN means Negative Concord vs. Double
Negation. In Dahl’s typology S11 represents a class of
languages where an uninflected particle must be added
while the finite verb does not change. S112 signals
the use of double particles. Number 12 categorizes lan-
guages where a negative marker immediately precedes
a finite element (verb) whereas 22 indicates that the
marker immediately follows it. S3 shows the use of
noninflected markers together with dummy auxiliaries.

Automated negation detection consists of two
tasks: identification of negation cues, and detection
of sentence parts that are affected by these cues.
The latter is called negation scope resolution, the
task that interests us most.

Negation detection began in the medical domain
with the goal of improving information retrieval
from Electronic Health Records (EHRs). Rule-
based algorithms such as NegExpander (Aronow
et al., 1999), NegFinder (Mutalik et al., 2001),
NegEx (Chapman et al., 2001), and their adapta-
tions were used in order to find medical concepts
and then determine whether they are negated. The
scope of negation was often understood as a dis-
tance between a negation cue and a medical term
that it affects.

These algorithms were successful and some are
still in wide use due to their explainability, cus-
tomizability, and independence from annotated
data. NegEx is incorporated into various modern
computational libraries2 and is successfully used
for biomedical texts (Cotik et al., 2016; Elazhary,
2017). Despite the aforementioned qualities, rule-
based algorithms suffer from an inherent inability
to generalize (Wu et al., 2014; Sergeeva et al., 2019;
Sykes et al., 2020).

The release of the BioScope corpus (Szarvas
2cTAKES:https://pypi.org/project/ctakes-parser/, pyCon-

TextNLP:https://github.com/chapmanbe/pyConTextNLP,
negspaCy: https://spacy.io/universe/project/negspacy, etc.

https://wals.info/
https://pypi.org/project/ctakes-parser/
https://github.com/chapmanbe/pyConTextNLP
https://spacy.io/universe/project/negspacy
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et al., 2008; Vincze et al., 2008) became a piv-
otal moment for negation detection by providing
data for machine learning. Negation scope reso-
lution was formalized by Morante et al. (2008);
Morante and Daelemans (2009), who established
it as a problem of sequence classification. Using
gold-standard cues and an ensemble of three differ-
ent classifiers, they achieved the best F1-score of
84.71% on the Full Papers subcorpus of BioScope
and 90.67% on the Abstracts subcorpus. The latter
result was later surpassed by Fancellu et al. (2017)
who employed neural networks and reached a score
of 92.11%.

The Shared Task on Resolving the Scope and
Focus of Negation (Morante and Blanco, 2012)
addressed the issue of negation scope resolution
directly and released another annotated corpus
(ConanDoyle-neg, Morante and Daelemans, 2012).
The best system (Packard et al., 2014) used an en-
hanced hybrid model by Read et al. (2012) and
a semantic parser. They reached an F1-score of
88.2% using gold-standard cues. These results
were surpassed by Li and Lu (2018) who used the
Conditional Random Fields classifier and reached
an F1-score of 89.4%.

Additionally, Fancellu et al. (2016) secured an
F1-score of 89.93% on the SFU Review-NEG cor-
pus (Konstantinova et al., 2012), another publicly
available corpus annotated for negation scope. The
results on these three corpora remained the bench-
mark for negation scope resolution until the Bidi-
rectional Encoder Representation from Transform-
ers (BERT, Devlin et al., 2019) became the new
state of the art. Moreover, BERT became widely
used for transfer learning due to its enhanced ability
to generalize using attention and general purpose
language representations. NegBERT (Khandelwal
and Sawant, 2020) set new records for negation
scope resolution on all three publicly available cor-
pora.

Cross-lingual negation scope work. Many lan-
guages remain under-researched regarding nega-
tion detection and particularly scope resolution.
One of the main problems is the lack of annotated
data. There currently exist a handful of corpora in
English, two in Spanish, and one corpus each in
Swedish, German, Dutch, Chinese, Italian, and
Portuguese which are not all publicly available
(Jiménez-Zafra et al., 2020).

Negation work on Spanish has been growing
in recent years but it has mostly concerned senti-

ment analysis (Brooke et al., 2009; Vilares et al.,
2013; Jimenez Zafra et al., 2019). Rivera Zavala
and Martinez (2020) are the first ones to work
with sense embeddings to detect negation cues and
scopes in the Spanish biomedical and general do-
main texts. They also worked with mBERT but in
a monolingual setting. The research on negation
in French is particularly limited. Aside from a few
papers describing rule-based approaches (Deléger
and Grouin, 2012; Abdaoui et al., 2017) and the im-
plementation of BiLSTMs by Dalloux et al. (2019,
2020), there is barely any other research available
on the topic.

Cross-lingual work on negation detection is even
more limited. Fancellu et al. (2018) developed a
truly cross-lingual system that uses no language
specific features. They worked with English and
Chinese and used universal dependencies to ab-
stract away from the word order. Their Bidirec-
tional Dependency LSTM model reached an F1-
score of 72.46%.

Finally, Shaitarova et al. (2020) employed Mul-
tilingual BERT to perform zero-shot transfer for
negation scope resolution and showed good prelim-
inary results. We build on this work and compare
mBERT with a new multilingual general purpose
representation model, XLM-R. Unlike mBERT,
XLM-R was pre-trained on more than two terabytes
of filtered data collected by CommonCrawl. In-
stead of WordPiece units it uses SentencePiece
(Kudo and Richardson, 2018) units and features
a bigger size of shared vocabulary (250K).

3 Data

In our experiments we work with a corpus of clini-
cal texts in French (Dalloux et al., 2020), and SFU
ReviewSP-NEG, a Spanish corpus of online reviews
(Jiménez-Zafra et al., 2018). The English data in-
cludes the biological paper abstracts and full scien-
tific articles in the domain of bioinformatics from
BioScope (Vincze et al., 2008), all available subcor-
pora of the ConanDoyle-neg corpus (Morante and
Daelemans, 2012) as well as SFU (SFU Review-
NEG, Konstantinova et al., 2012), a large multi-
domain corpus of product reviews.

We use the English corpora separately and also
combine them into one training dataset. The three
corpora belong to different domains and feature
certain variations in scope annotation guidelines.
Despite these significant problems we combine
the datasets based on the successful cross-corpora
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knowledge transfer described by Khandelwal and
Sawant (2020).

The BioScope annotators set the precedent by
ultimately basing scope annotation on syntax. They
employed a maximal scope size strategy and ex-
tended annotation to the biggest syntactic unit pos-
sible. The normal direction of scope was assumed
to be to the right of the cue. The subject is not
included in the scope, unless the sentence has a
passive voice.

Morante et al. (2011) argued that semantically
the subject should be always annotated within
the scope. Thus, unlike the BioScope corpus,
ConanDoyle-neg includes the subject yet excludes
the cue. Additionally, it features morphological
negations. The SFU corpus mostly adheres to the
BioScope’s annotation guidelines but does not in-
clude cues into the scope of negation.

The French data is described in Dalloux et al.
(2020) and is publicly available on request3. It
combines two subcorpora of clinical narratives. Its
format and annotations are loosely modeled on the
ConanDoyle-neg corpus. The data in the Spanish
SFU ReviewSP-NEG corpus can be requested from
Simon Fraser University. Its annotations reflect the
guidelines of the English corpora but are also based
on Spanish grammar.

In our experiments we only use sentences that
contain at least one negation. We duplicate sen-
tences with multiple negations into several copies
containing a single negation. Table 2 shows the
statistics for all the corpora. For the sake of con-
sistency we excluded cues from scope annotation
across all corpora.

ConDo BioScope SFU SP FR

uniq 1215 1935 3112 3258 1682

negs+ 1421 2095 3528 4327 1870

Table 2: Corpora statistics. uniq indicates the origi-
nal number of unique sentences with negations. neg+
shows the number of negation sentences after the dupli-
cation of sentences with multiple negations.

3.1 The Russian test set
To the best of our knowledge, there are no pub-
licly available negation corpora in Russian or any
other Slavic language. Thus, there is almost no
available research on negation detection in Russian

3http://people.irisa.fr/Clement.
Dalloux/

on either the English or Russian speaking Internet,
with Funkner et al. (2020) being the only relevant
publication.

In order to work with Russian in our experiments,
we created a small dataset annotated with negation
cues and negation scopes4. It is a Russian counter-
part to one of the ConanDoyle-neg’s test sets, The
Adventure of the Cardboard Box. The number of
sentences containing negation amounts to 120.

The annotation was performed by one native
Russian speaker using Prodigy5, an annotation tool
created by explosion.ai. Since there are no known
publications about negation detection for Russian,
the annotation was based on linguistic intuition,
Russian grammar, and a generalization of annota-
tion schema from the other corpora.

In accordance with the guidelines, the scope in
the Russian test set corresponds to a syntactic com-
ponent. A maximal scope rule was implemented as
in BioScope. The subject is included in the scope
when the negation cue directly affects the main
verb. Cues are not included in the scope. Since
morphological cues appear only in ConanDoyle-
neg, they were not considered during annotation.

Figure 1: Annotation of negation cues and scopes in a
Russian sentence with the use of the Prodigy annotation
tool.

4 Experiments and results

We used NegBERT (Khandelwal and Sawant,
2020) as the main architecture and em-
ployed bert-base-multilingual-cased and
xlm-roberta-base-model models. We fine-tuned
the two models on the three datasets: English
(en), Spanish (es), and French (fr). All the models
were trained with the same set of hyperparameters.
Early stopping method with patience set to 9 was
used to prevent overfitting. The maximum input
length was adjusted to 250 to prevent truncated
sentences.

The word-level token class is determined by us-
ing the argmax function on the averaged softmax

4https://doi.org/10.5281/zenodo.
4537833

5(Montani and Honnibal, 2018)

https://www.sfu.ca/~mtaboada/SFU_Review_Corpus.html
http://people.irisa.fr/Clement.Dalloux/
http://people.irisa.fr/Clement.Dalloux/
https://explosion.ai/
https://doi.org/10.5281/zenodo.4537833
https://doi.org/10.5281/zenodo.4537833
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probabilities of all subword units. We use gold-
standard negation cues and report token-level F1-
scores for negation scope resolution (Table 3).

Despite the fact that the English corpora are of
different domains, models fine-tuned on the com-
bined English data brought better cross-lingual re-
sults than models that were fine-tuned on each cor-
pus individually. Even the model fine-tuned on the
ConanDoyle-neg corpus did not perform better on
the Russian version of the text. Thus, we only dis-
cuss the results of the model trained on the entirety
of the English data.

Since the datasets differ in size, we ran additional
experiments where we equalized the number of
training examples to the smallest corpus (French).
We drew a random sample of 1870 sentences from
the English and the Spanish data and retrained the
models. Row ru2 in Table 3 shows these evaluation
results.

EN FR ES
fr 82.61 83.22 – – 79.33 79.79

es 78.62 78.83 76.81 78.17 – –
ru 83.47 86.49 76.50 80.07 81.40 86.73

ru2 80.07 85.35 76.50 80.07 81.24 86.86

Table 3: Evaluation results for mBERT (grey columns)
and XLM_RoBERTa (white columns). The models
were fine-tuned on English (EN), French (FR), and
Spanish (ES) and tested on French (fr), Spanish (sp),
and Russian (ru). Row ru2 shows evaluations of mod-
els that were fine-tuned on equal size data.

5 Discussion and error analysis

There have been many debates on whether BERT-
like models truly “understand” negation. Zhao
and Bethard (2020) showed evidence for shallow
encoding of this phenomenon in both BERT and
RoBERTa. Meanwhile Staliūnaitė and Iacobacci
(2020) demonstrated that these models lack linguis-
tic abstraction abilities and fail when confronted
with compositional semantic aspects of language.

In our experiments, the XLM-R model per-
formed significantly better than mBERT for all
language pairs. As an additional metric, we mea-
sured how well both models identified scopes with
100% precision. Averaged across all languages,
both models performed equally well, with mBERT
solving 46.23% of exact scopes, and XLM-R -
46.66%. The best result for Russian was produced
by the XLM-R model fine-tuned on Spanish (53%
of exact scopes).

In fact, Russian benefited most from a transfer
from Spanish and least from French, irrespective
of training data size or model type. We can assume
that the success of the Spanish-Russian transfer
is partially due to the commonalities described in
Table 1. Nevertheless, the negation typology does
not explain the poor results of the French-Russian
pair.

We investigated several factors that might have
negatively affected the French-Russian knowledge
transfer. For example, we examined the vocabu-
laries of the models and calculated lexical overlap
between the datasets based on a model-specific to-
kenization. The comparison in Table 4 shows a
lower percentage of lexical overlap between the
Russian and the French datasets than between Rus-
sian and other languages. According to this obser-
vation, however, English-Russian transfer should
have been the most successful one.

vocab size shared vocab
SubW SentP en fr es

en 10550 10592 – – 23 21 28 26

es 8453 8934 35 31 22 17 – –

fr 5101 5032 47 44 – – 36 31

ru 1280 1329 35 31 23 21 28 26

Table 4: Vocabulary distribution across the data. Num-
bers in grey are calculated on the basis of mBERT’s
SubWord units. White columns show XLM-R’s Senten-
cePiece units. Numbers in the shared vocab section in-
dicate percentages. For example, the French data shares
47% of its WordPieces and 44% of its SentencePieces
with the English dataset, while only 23% of the English
SubWords and 21% of its SentencePieces appear in the
French dataset.

Next, we took a closer look at our negation ty-
pology. We investigated a prominent phenomenon
that emerges in several categories, namely negative
indefinite pronouns (words like nothing, nowhere,
nobody). The way a languages handles these pro-
nouns is reflected in both the predNeg and the
NC/DN columns in Table 1. This phenomenon
classifies Russian and English as polar opposites.

We found 19 sentences in the Russian dataset
that contain negation structures with negative indef-
inite pronouns. Despite the fact that these pronouns
are always marked as cues, the English XLM-R
model included them into the scope 9 times. The
English mBERT model made that same mistake
3 times. On the other hand, neither Spanish, nor
French models had this problem. We can hypothe-
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sise that a model fine-tuned on English could not
coordinate a negative particle with an indefinite
negative pronoun in the same sentence since this
does not occur in English.

During the examination of these 19 sentences
we stated that the models fine-tuned on the French
data persistently omit the subject of a sentence in
the annotation of scope. The English models also
suffered from this problem but to a lesser extent.
This can be traced to the difference in annotation.
The subject is not annotated in the French corpus
while only part of the English data features that
annotation. Figure 2 illustrates the issue of nega-
tive indefinite pronouns as well the annotation of a
sentence’s subject.

Figure 2: A Russian sentence with a negative indef-
inite pronoun featuring annotations by three XLM-R
models fine-tuned on Spanish (ES), English (EN), and
French(FR). The fourth line contains a literal transla-
tion. The bottom line is the original sentence and anno-
tation from the ConanDoyle-neg corpus.

Additionally we investigated scope annotations
which were precisely identified by one type of
model but not the other. We chose to look at
the highest scoring language pair Spanish-Russian
where the models were trained on 1870 sentences.
There are 15 sentences where the XLM-R model
found scope with a perfect precision while mBERT
did not. In most cases mBERT made a mistake in
the leftward direction from a negation cue.

We found only four cases where mBERT scored
perfectly while XLM-R made a mistake. The mis-
takes are rather random and do not seem to belong
to a particular pattern. Overall, we detected sev-
eral situations where mistakes made by the models
could be scrutinized due to questionable annota-
tion. We acknowledge that the lack of additional
annotators and an inter-annotator agreement is a
weakness that should be addressed in further work.

6 Conclusion

The short excursion into negation scope resolu-
tion in Russian using zero-shot model transfer has
shown good preliminary results. Despite contro-

versial previous findings, multilingual general pur-
pose representation models perform rather well on
negation scope resolution. XLM-RoBERTa scored
consistently better than mBERT in all language
pairs.

We constructed a typology that classifies En-
glish, Spanish, French, and Russian according to
their negation-based features. Since indefinite neg-
ative pronouns play a role in several typological
categories, we investigated their effect on zero-shot
transfer. We found that fine-tuning models on En-
glish compromises their performance with this phe-
nomenon when transferring to Russian, which cor-
relates with the negation typology.

Transferring syntactic negation knowledge from
Spanish brought the most benefit for Russian. This
result is fully in line with the negation typology of
the four languages. Despite the clear correlation be-
tween the negation typology and the results of the
Spanish-Russian transfer, not all outcomes are eas-
ily explainable. The relatively poor performance
of the French-Russian transfer might be related to
the domain mismatch and the difference in annota-
tion schemes. A lower lexical overlap between the
vocabularies could have had an effect as well.

Future work involves growing the Russian cor-
pus of negations, ideally benefiting from multiple
annotators. It may prove beneficial to perform a
systematic examination of all the categories con-
stituting the negation typology and to expose their
effects on knowledge transfer across languages.
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