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Abstract

In this paper, we focus on the problem of key-
word and document matching by considering
different relevance levels. In our recommen-
dation system, different people follow differ-
ent hot keywords with interest. We need to
attach documents to each keyword and then
distribute the documents to people who fol-
low these keywords. The ideal documents
should have the same topic with the keyword,
which we call topic-aware relevance. In other
words, topic-aware relevance documents are
better than partially-relevance ones in this ap-
plication. However, previous tasks never de-
fine topic-aware relevance clearly. To tackle
this problem, we define a three-level relevance
in keyword-document matching task: topic-
aware relevance, partially-relevance and irrel-
evance. To capture the relevance between
the short keyword and the document at above-
mentioned three levels, we should not only
combine the latent topic of the document with
its deep neural representation, but also model
complex interactions between the keyword
and the document. To this end, we propose
a Two-stage Interaction and Topic-Aware text
matching model (TITA). In terms of “topic-
aware”, we introduce neural topic model to
analyze the topic of the document and then
use it to further encode the document. In
terms of “two-stage interaction”, we propose
two successive stages to model complex in-
teractions between the keyword and the docu-
ment. Extensive experiments reveal that TITA
outperforms other well-designed baselines and
shows excellent performance in our recom-
mendation system.

1 Introduction

The keyword-document matching is mostly like
the query-document matching task. The query-
document matching task, aiming to calculate rele-
vance score between a query and a document, has
been extensively studied over the past few years. It
is widely applicable in many real scenarios: (1) in

the information retrieval systems (Guo et al., 2016),
query-document matching is an important feature
in the ranking models. (2) as for the task of ques-
tion answering (Yang et al., 2016), query-document
matching method can be used to find document can-
didates or to help predict the answer span. (3) it
is also widely applied to recommendation systems
(Jiang et al., 2019).

In many scenarios, we need to distinguish dif-
ferent keyword-document (query-document) rele-
vance levels. For instance, in our recommendation
system, we need to attach documents to some hot
keywords and then distribute the documents to the
people who follow the keywords. In this circum-
stance, the document and the keyword should better
have the same topic, which we call topic-aware rel-
evance. As shown in Table 1, for the hot keyword
“cherry blossoms”, the document (labeled 2) should
be the ideal document which should be attached be-
cause it has the same topic with the keyword while
the document (labeled 1) should be a secondary
choice, because only several words or phrases in
this document match the keyword but the topics of
the document mismatch the keyword.

To tackle this problem, we define a three-
level relevance: topic-aware relevance, partially-
relevance and irrelevance. The topic-aware rele-
vance means the keyword and the document have
the same topic while the partially-relevance means
only part of the document matches with the key-
word. Our task is more challenging than previous
query-document matching tasks. To capture the rel-
evance between the keyword and the document at
above-mentioned three levels, we should not only
combine the latent topic of the document with its
deep representation, but also model complex inter-
actions between the keyword and the document.

Previous neural query-document matching mod-
els (similar as keyword-document matching) can
be divided into two categories according to their
model architectures (Guo et al., 2016). One is the
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Keyword: cherry blossoms
Original Keyword: % 1¢

Label: 0
Irrelevance Case

Translated Document: There was a flower shop which has opened for a few months. I bought some
flowers to decorate my house. The shop had common flowers such as lilies and carnations, but there were

not many colors to be chosen...
Original Document

1E %ﬂ%

RXEEITF THILDAT « JX T —&7E
BAEFE, (EAIHLRFEREEAL..

CRFEIHRNBET - HEFES

Label:
Partially-Relevance Case

Translated Document: The food in this restaurant is very delicious. I tried some dishes, such as foie
gras, steak, squid, noodles, desserts, etc. All the dishes are really yummy, especially the filet mignon... By
the way, there is a cherry blossoms exhibition near this restaurant.

Original Document:

A5 . PTE RESEEIRITIZ,

XK EEHRAIR I, iz 17—
JEEEIEN A HE...

WNFEAT  ARHE S BLE L THS

N5 i — T X%”éf BT E AR -

Label. 2
Topic-Aware Relevance Case

Translated Document: Yuyuantan Park is the best to enjoy cherry blossoms. The cherry blossoms
in the park are available in a variety of colors and varieties. Their flowering period is short...

Original Document: -~ JH & /2 [l & 5 E 1Y e 25

HIPEHAR A .

b o A BAEIEE S MEE MR . T

Table 1:

A piece of example describing three levels of keyword-document relevance: topic-aware relevance,

partially-relevance and irrelevance, which are labeled 2, 1 and O respectively. As for the keyword “cherry blos-

soms”’,

the topic-aware relevance case and the partially-relevance case both have some words relevant to the key-

word. However, the document, labeled 2, has the same topic with the keyword. By contrast, the topic of the

partially-relevance document, labeled 1, is “restaurant”,

translated from Chinese.

representation-based models, in which representa-
tions for a query and a document are built indepen-
dently. In other words, there are no word-level or
phrase-level interactions between the query and the
document. For instance, the well-known DSSM
(Huang et al., 2013) has been verified effective in
query-document matching tasks. However, these
representation-based series cannot model complex
interactive signals between a query and a document
effectively. The other one we call interaction-based
models, in which word or phrase-level information
fusion occurs. It has been verified more effective
to directly learn interactions than individual repre-
sentations. Examples include ARC II (Hu et al.,
2014), MatchPyramid (Pang et al., 2016). Recently,
interaction-based methods are widely used in many
NLP tasks, like BIDAF (Seo et al., 2016) and R-
NET (Wang et al., 2017).

More recently, BERT (Devlin et al., 2018) has
made great influence in the field of NLP. It has
achieved state-of-the art results in many NLP ap-
plications. The pre-trained language models can be

which mismatches the keyword. Note that this case is

applied directly to this keyword-document match-
ing task.

However, these above-mentioned types of
keyword-document (query-document) matching
models can be improved to be applied to our rec-
ommendation system in the following aspects: (1)
They do not analyse the topic of the document. It is
expected that topic model can be used to solve this
problem. (2) Previous interaction-based models
can still be improved to capture complex matching
signals between a query and a document. To this
end, we propose the TITA model. By topic-aware,
we introduce neural topic model (Miao et al., 2017)
to analyze the latent topic representation of the
document and then use this latent topic to further
encode the document. By two-stage interaction, we
propose a two-stage interaction to model complex
interactions between a query and a document.

Our research contributions can be summarized
as follows.

* We observe two major shortcomings in cur-
rent keyword-document matching models and
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propose the TITA model to improve them.
Our model has two advantages: (1) it encodes
the latent topic embedding into the deep neu-
ral representation of the document, which can
aid the prediction of the topic-aware relevance.
(2) it can model more complex interactions be-
tween a keyword and a document through a
two-stage keyword-document interaction.

* We perform extensive experiments on our
keyword-document matching dataset. The re-
sults reveal that the proposed TITA model
outperforms the well-designed baselines.

* From a real recommendation system, we
define a three-level relevance in keyword-
document matching task and construct a new
dataset.

* Our model is applied in our recommendation
system and improves the click-through rate by
4.35%.

2 Related Work

Depending on the model architectures, text match-
ing models can be divided into two categories:
representation-based and interaction-based. The
former ones first transform every piece of text to a
representation with neural networks, such as Deep
Semantic Similarity Model(DSSM) (Huang et al.,
2013), Convolutional Deep Semantic Similarity
Model(CDSSM) (Shen et al., 2014), LSTM-RNN
(Palangi et al., 2016), Bi-LSTM, etc. Conversely,
the latter models focus on modeling the interac-
tion between a query and a document, such as
Arc-II(Hu et al., 2014), MatchPyramid (Pang et al.,
2016), BIDAF(Seo et al., 2016) and RNET(Wang
etal., 2017).

Representation-based methods generate dis-
tributed representations from input texts through
neural networks. There are a number of works em-
ploying these methods, which differ mainly in the
procedure to construct the representations and the
way of calculating a matching score. Huang et al.
(2013) propose DSSM, which is the first one to
apply a neural network. In DSSM, each piece of
the query or the document is represented through
a multilayer perceptron and then a matching score
is calculated by the cosine similarity. Compared
to traditional text matching models, DSSM shows
significant improvements.

Compared with representation-based methods,
the interaction-based methods aim to capture di-

rect matching features: the degree and the struc-
ture of matching. The interaction-based model,
which means query-document interaction occurs
before matching, can somewhat solve the above-
mentioned problem in the representation-based
models. It has been verified more effective to di-
rectly learn interactions than individual represen-
tations. Hu et al. (2014) propose ARC-II, which
first represents the query and the document by the
knowledge of each other, and adjusts the sliding
windows in the first convolution layer to focus on
adjacent word vectors. Inspired by the success of
convolutional neural network in image recognition,
Pang et al. (2016) propose MatchPyramid to model
text matching as the problem of image recogni-
tion. Leveraging the attention mechanism, Seo
et al. (2016) and Wang et al. (2017) introduce at-
tention mechanism to improve the matching degree
of the query and the document.

Recently BERT (Devlin et al., 2018) has caused
a stir in the field of NLP. It has achieved state-
of-the-art results in many NLP applications. The
pre-trained language model series can be applied
directly to this keyword-document matching task.

Topic models aim to discover the topics as well
as the topic representations of documents in the
document collection. It learns latent topics from
documents in an unsupervised manner. Topics are
captured as latent variables that have a word prob-
ability distribution. Topic models have a long tra-
dition in this scenario area as well, such as biblio-
metrics, translations and recommendations.

Hall et al. (2008) describe the flow of topics
between papers. Zhao and Xing (2006) enable
word alignment process to leverage topical contents
of document-pairs. Jiang et al. (2015) use topic
model to enrich users’ information for effective
inference.

3 Our Model

In this section, we describe details of the TITA
model. As depicted in Figure 1, our TITA model
has three major components: (1) a two-stage
keyword-document interaction, see Part A; (2) a
neural topic model, see Part B; (3) a joint train-
ing mechanism, see Part C. First, we introduce
the task definition. Then, we elaborate the two-
stage keyword-document interaction and neural
topic model in the TITA model respectively. Fi-
nally, a joint training mechanism is introduced to
incorporate latent topics to the deep representation
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Figure 1: The architecture of the TITA model, which consists of three major components: (1) a two-stage keyword-
document interaction, which combines the multi-head attention in BERT and a successive cross representation layer
to link the keyword and the document; (2) a neural topic model, which calculate a latent topic of the document to
further enrich the document representation; (3) a joint training mechanism to train the model in a joint process. In
this part, “I” indicates the input memory while “O” indicates the output memory.

of the document and train the model in a joint pro-
cess. Notably, we conduct experiments using both
Bi-LSTM and BERT as text encoders. Here, we
only describe the proposed methods with BERT as
the encoder for simplicity.

3.1 Task Definition

In our keyword-document matching task, we ex-
plicitly model the relevance between a keyword
and a document as a relevance level prediction task.
The input of the task is a keyword @) and a docu-
ment D. The output r%? € {0, 1,2} indicates the
keyword-document relevance levels.

3.2 A Two-stage Keyword-document
Interaction

The keyword-document matching model is desired
to capture the rich interactions between the key-
word and the document in the matching process.
As show in Table 1, the keyword “cherry blossoms”
and the topic-aware relevance document have many
correlating signals, e.g., the phrase “cherry blos-
soms” in the keyword and the phrase “flowering
period” in the document.

The two-stage keyword-document interaction in
the TITA model is to fuse the information of the
document and the keyword. In the first-stage in-
teraction, we employ BERT (Devlin et al., 2018)
as the encoder to simultaneously model the se-
quential information of the keyword and the doc-
ument along with their interactive relationship

by the multi-head self-attention mechanism. In
the second-stage interaction, we perform a cross-
attention between the representations of the key-
word and the document to further capture their
interactive relationship.

First-stage Interaction As shown in Figure 1, in
the first-stage interaction, we concatenate the key-
word and the document by a separator [SEP] as
input and then feed them into BERT. The input con-
sists of the keyword characters ¢@ = {c¢2}M_ and
the document characters c” = {cP}_,, where M,
N indicate the length of the keyword characters and
the document characters respectively. The states in
the last hidden layer of BERT can be regarded as

the encoding of the document, i.e., el.

eP = BERT([¢¥; [SEP]; cP)) (1)

where eP = {eP1N_ € RV*4, In each hidden
layer of BERT, the multi-head self-attention mech-
anism is performed as the following equations:
o~ QKT
Attention(Q, K, V') = softmax(

Vi
MultiHead(Q, K, V) = Concat(hdy, ..., hd, )W ©°
(3)

hd; = Attention(QI/V};Q7 K Wif(a VWZV) “

Woo©)

where @, K and V are the output hidden states

of the former layer. WZ-Q, Wif( and Wy are the
parameters corresponding to each head. W is
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the output projection parameter. For more details,
readers can refer to (Devlin et al., 2018).
Second-stage Interaction Note that in the first-
stage interaction, the query and the document char-
acters are concatenated as input. The model learns
keyword-keyword, keyword-document, document-
document interactions simultaneously through
self-attention mechanism in transformer blocks
of BERT. In our keyword-document matching
task, keyword-document interaction is more im-
portant than document-document and keyword-
keyword interactions. Therefore, we introduce the
second-stage interaction layer to conduct keyword-
document contextualization independently. Firstly,
we obtain the representation of the keyword e by
the BERT encoder.

e? = BERT(c¥) € RM>*d (5)

where 9 = {e%}%[zl. Then, we compute a simi-
larity matrix using the keyword embedding and the
document embedding.

S = (syp) € RMXN (6)

Smn = <e§” eﬁ)> vl eR (7)
where (e,c%, eb) represents a element-wise multipli-
cation, v € R? is a trainable weight vector. In this
similarity matrix, the value s,,,, indicates the link
between the m-th character embedding in the key-
word and the representation of the n-th character in
the document. Then, we apply this similarity ma-
trix to further encode the keyword by calculating
attention over the document:

u? = {ud}, ®)
N

ul =Y " apne), € R )
n=1

ay, = softmax(s,,) € RN (10)
where s,, = {smn}ﬁ:1 and a,, means which
characters in the document should be attended re-
garding the m-th character of the keyword. We
then add the original keyword representation e%
with u€ to get the keyword embedding:
u? = u9 4 9 (11)
Similarly, we use this similarity matrix to get the
document representation u” € RV,

3.3 Neural Topic Model

As show in Table 1, the topic-aware relevance case
and the partially-relevance case both have some
words relevant to “cherry blossoms”. But the topic
of the topic-aware relevance document is more re-
lated with the keyword “cherry bollosoms”. By
contrast, the topic of the partial-relevance doc-
ument is more likely to be a document about
a “restaurant”, which is not related to the key-
word “cherry blossom”. Following this direction,
analysing the topic of the document is a way to pro-
mote keyword-document matching models. Specif-
ically, we introduce neural topic model to produce
the latent topic and then use it to update the up-
stream representation of the document.

As shown in Figure 1, the input of the neural
topic model is a word sequence of the document
w?. The bag-of-words (BOW) representation of
the document is z” € RVl where |V,,| is the
size of the word vocabulary. Assume that the latent
variable # represents the topic distribution in the
document w?”. The probabilistic topic models, like
LDA(BIei et al., 2003), apply the Dirichlet distribu-
tion as the prior of the latent variable 6 ~ Dir(«),
where « is the parameter of the Dirichlet distribu-
tion. By contrast, in the neural topic model, Gaus-
sian Softmax Construction (Miao et al., 2017) is
applied using a neural network to parameterise the
topic distribution § ~ G s (po, 03):

€T~ N(MOa U(%)
6 = softmax(W{ z)

(12)
13)

where W1 is a trainable parameter. o and og are
the parameters of the prior Gaussian distribution .
Assuming there are K topics, if z, € {1,..., K}
is the topic assignment for the observed word w?,
then:

2n ~ Multi(6) (14)

B.. € RIVel is a topic distribution over the
words in the vocabulary given z,,. The topic distri-
bution can be calculated by the similarity between
the topic and the words in the vocabulary:

f., = softmax(#7t,, ) (15)

where t € R4K is the topic vector which is a
parameter of the neural topic model, & € R4Vl
is the word vector. K is the total topic number.
Then, the generative probability of each word wy,

5435



can be calculated by:

p(wn|Bs,) = Multi(B,,) (16)

The neural topic model is implemented by an
Auto-Encoding Variational Bayes (AEVB) algo-
rithm (Kingma and Welling, 2013). The encoder
is used to approximate the true posterior of the
latent variable p(f|x). Specifically, the encoder
takes the BOW (Bag-of-Words) representation of
the document as the input and generates the poste-
rior Gaussian Softmax Construction parameters i
and o2 through neural networks. In practice, the la-
tent variable 6 is sampled by the reparameterization

trick.

p= fi(zP),logo = fo(zP)
0 ~ Ggsnr (i, 0?)

a7
(18)

where f,(-) is a multi-layer perceptron. The de-
coder is responsible for reconstructing the docu-
ment by maximizing the log likelihood of the input
document. The latent variable z,, can be integrated
out as follows.

log p(wn|B,0) = log Z (wn| Bz, )p(2n|0)]
(19)
— log(6 - 3) (20)

Finally, the variational lower bound of the neural
topic model is obtained by combining the recon-
struction error term and the KL divergence term.
The parameters of neural topic model can be trained
by maximizing this function.

N
Lytm =Ey D) Z log Z[p(wnmzn)p(zﬂm]
n=1 Zn
— D[P (0]D)||p(0] 10, 05)]

(21)

where p/(6| D) means the variational posterior dis-
tribution of document D, approximating the true
posterior p(6|D).

3.4 A Joint Training Mechanism

It’s expected that introducing topic model can
benefit the model in the prediction of the above-
mentioned three levels. In this subsection, we de-
sign a joint training mechanism to incorporate the

latent topic representation to further encode the
document and train the model in a joint process.

As described above, 1 is the document repre-
sentation after the two-stage keyword-document
interaction. 3 € RE*IVwl is the topic distribu-
tion over the vocabulary, where 3;; means that the
weight between the i-th topic and the j-th word.
We are inspired from an end2end memory net-
work(Sukhbaatar et al., 2015), which is used to
memorize multiple sentences in question answer-
ing task. Similarly, in TITA, we intend to embed
the topic-word weight into the deep representation
of the document.

As depicted in Figure 1 part C, the input of mem-
ory network is 5 and the deep document repre-
sentation after the two-stage keyword-document
interaction . 3 is memorized in the memory of
the network, where 5 means the representation of
the k-th topic over the vocabulary of size |V,,|.

The TITA model has two memory hops as shown
in the Figure 1. In the following, we describe the
model in a single memory hop operation for sim-
plicity. One hop has two major components: the
input memory and the output memory. In the in-
put memory representation, a matching score is
calculated taking 3 and u” as input:

pr = softmax (8, Vu®) (22)

where V € R!V»[*d s a trainable weight vector. In
the output memory representation part, we compute
the slot output vector using the output memory and
the matching score:

K
= (prcr) (23)
k=1

oP =W, (o? +uP) (24)

where ¢ € Rf*4 is a trainable output memory.

We compute two relevance vectors r; and 3. One
takes u” and u® as input, while the other one using
u® and o”. We merge the two relevance vectors
and then apply softmax function to get the final
relevance level:

r1 = Wriu?;u®) + bgy (25)
ro = Wralo?;u%] + bro (26)
r@D = softmax(Wg[ri; 2] + bR) 27

where [;] is vector concatenation operation and
W, by are all trainable variables.
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The TITA model integrates three different parts
as shown in Figure 1: a two-stage keyword-
document interaction, a neural topic model and
a joint training mechanism. In the training pro-
cess, the neural topic model and the joint model are
trained alternatively to a convergent status. We first
train the neural topic model for A epochs to get a
topic distribution over vocabulary, i.e., 5. Then in
the joint training process, the model takes the out-
put of the two-stage keyword-document interaction
and the output of the neural topic model to conduct
training the model parameters for classification.

4 Experiment

In this section, we conduct experiments on our
keyword-document matching dataset from our rec-
ommendation system and the results demonstrate
the superiority of the TITA model compared to the
baselines.

We apply accuracy as the evaluation metric. In
this paper, we care mostly about rigidly distinguish-
ing the three keyword-document matching levels.
We believe that documents of different matching
levels have different usages. For instance, in our
online recommendation system, the goal of our
model is to recall the topic-aware relevance docu-
ments and there is no need to rank documents of
each keyword.

4.1 Dataset

Our keyword-document matching dataset is in Chi-
nese, derived from our recommendation system.
The domains mainly lie in food (e.g., beef and
western food), sports (e.g., football and jogging),
entertainment (e.g., photography and comedy) and
so on. For all the 8901 keywords, we get 10 doc-
uments for each keyword by users’ behavior in
our recommendation system, e.g., click-through.
As for how to choose 10 documents for each key-
word in the baseline online recommendation sys-
tem, for a certain keyword, hundreds of documents
are recalled for different users, in which the topic-
aware relevance documents tend to have high click-
through rate while irrelevance ones tend to have
low click-through rate. For each keyword, we se-
lect 6 documents which have high click-through
rate as well as 4 documents with low click-through
rate. According to our analysis, this setting tends
to generate similar ratios of three-level relevance
documents for all the keywords. As a result, each
keyword has 10 corresponding documents. Each

keyword-document pair is manually annotated at
different relevance levels. As shown in Table 1,
relevance level-2 means the document and the key-
word have the same topic, while relevance level-0
means the keyword and the document are irrele-
vant. Relevance level-1 is an intermediate rele-
vance level, which means only a small portion of
the document describes some useful information of
the keyword. To make the ratios of level-2, level-1,
level-0 cases nearly the same, we randomly delete
some documents. As a result, we have 8,901 key-
words and 66,019 corresponding documents. Fi-
nally, the dataset is randomly split into 50% for
training, 25% for validation and 25% for testing.

4.2 Experiment Settings

In the experiment, we set the cutoff length of the
document sequence as 512 characters and the cutoff
length of the keyword as 16 characters in Chinese.
The size of the character vocabulary V. is 21128.
The size of the word vocabulary for neural topic
model V,, is 5000, which contains top frequent
words after deleting stop words. We use pre-trained
embeddings by BERT to initialize the character
embeddings. We directly use BERT base model
released by Google with the hidden size of 768. In
the neural topic model, we set the number of topics
#K = 50. We use all the documents in the training
set to train the neural topic model for 50 epochs.
The topic embedding size d is set to 384 and we set
the word embedding to the same size. The padding
is masked to avoid affecting the gradient. We use
the optimization algorithm Adam (Kingma and Ba,
2014) with learning rate Se-5 and batch size as 32.
As for the parameters of Adam, 31 and [ are set
to 0.9 and 0.999 respectively.

4.3 Baselines

As described in the Introduction Section, the
keyword-document matching models can be di-
vided into two categories: representation-based and
interaction-based matching model. As shown in
Table 2, many strong baselines are included in the
performance comparison.

4.4 Main Results and Ablation Analysis

Table 2 shows that the TITA model outperforms all
the models evaluated by accuracy in this keyword-
document matching task. From this table, we have
the other observations: (1) The TITA model is more
competent in this task. It outperforms ARC-II by
7.06% and outperforms BERT by 5.38%, which
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Figure 2: The architecture of online deployment of the TITA model, which consists of two major components: an
offline data processor module and an online data usage module.

Models Acc(%)
Bi-LSTM 67.16
DSSM (Huang et al., 2013) 68.66
CLSM (Shen et al., 2014) 67.21
DSSM-LSTM (Palangi et al., 2016) 66.71
MatchPyramid (Pang et al., 2016) 66.89
ARC-II (Hu et al., 2014) 68.16
BIDAF (Seo et al., 2016) 67.55
RNET (Wang et al., 2017) 67.69
BERT (Devlin et al., 2018) 69.84
The TITA Model 75.22

Table 2: The main experimental results of baselines and
the TITA model evaluated by accuracy.

Models Acc(%)
Bi-LSTM 67.16

+ Neural Topic Model 69.18

+ First-stage Keyword-document Interac- 70.86
tion

+ Second-stage Keyword-document Inter- 72.45
action

Replace Bi-LSTM with BERT 75.22

Table 3: Ablation test results of the TITA model evalu-
ated by accuracy.

strongly proves that topic model and two-stage in-
teraction can benefit this task. (2) Most interaction-
based models behave better than representation-
based ones. (3) Pre-trained word embeddings can
also aid this task.

To further examine the effectiveness of the
neural topic model and the two-stage keyword-
document interaction, we make a detailed ablation
analysis as shown in Table 3.

* Bi-LSTM: The TITA model is based on Bi-
LSTM, which encodes a query and a docu-
ment independently before matching.

* + Neural Topic Model: Bi-LSTM plus neu-
ral topic model outperforms the Bi-LSTM
baseline by a large scale (i.e., 2.02%), which
indicates that the keyword-document match-
ing task can benefit from the latent topic rep-
resentation of the document.

* + First-stage Keyword-document Interac-
tion: After adding the first-stage keyword-
document interaction, the model behaves bet-
ter. It proves that concatenating the query and
document to conduct interaction is effective.

* + Second-stage Keyword-document Inter-
action: We add the second-stage interaction
to make further improvement. We infer that
the cross attention is more capable in captur-
ing interactions between a keyword and a doc-
ument.

* Replace Bi-LSTM with BERT: We apply
BERT to initialize the word representation,
whose parameters are to be finetuned. We can
observe that the model performs even better
than the former one, which reveals that the
pre-trained word representations are useful in
the keyword-document matching task.

5 Online Deployment and Online Gains

Because the model is heavy and the total numbers
of keywords are limited (8901 in total), we gener-
ate data in offline, as shown in Figure 2. In offline
data processor, we first use BM25 to retrieve and
rank billions of document candidates and keep the
top-10000 candidates for TITA model to further
conduct query-document relation prediction. After
that we can get a ranked list of topic matching doc-
uments and partially relevance documents for all
keywords, which will be stored in a KV database.
In the online data usage, we recall documents of all
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the keywords, which the user follows, for further
re-ranking in our recommendation system.

As for the online gains, we attached more than
one million topic-matching documents for the 8901
keywords. These documents are all distributed
in our recommendation system with the number
of views about 1.9¢%/day. We improve the click-
through rate by 4.35% (from 6.52% to 10.87%),
which is a great improvement.

6 Conclusions

We define a new keyword-document matching task
with three relevance levels from a real recommen-
dation system, to address the problem that different
scenarios require documents of different relevance
levels. Further, we propose a TITA model to dis-
tinguish different relevance levels, which can cap-
ture latent topics of a document and hold complex
keyword-document interactions at the same time.
Extensive experiments reveal the superiority of our
model compared to other strong baselines. Ab-
lation test shows that the model can improve the
keyword-document matching in the same way as
we think. Moreover, our model shows excellent per-
formance in our recommendation system, in which
it improves the click-through rate by 4.35%.
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