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Abstract

We propose a practical instant question an-
swering (QA) system on product pages of e-
commerce services, where for each user query,
relevant community question answer (CQA)
pairs are retrieved. User queries and CQA
pairs differ significantly in language charac-
teristics making relevance learning difficult.
Our proposed transformer-based model learns
a robust relevance function by jointly learning
unified syntactic and semantic representations
without the need for human labeled data. This
is achieved by distantly supervising our model
by distilling from predictions of a syntactic
matching system on user queries and simul-
taneously training with CQA pairs. Training
with CQA pairs helps our model learning se-
mantic QA relevance and distant supervision
enables learning of syntactic features as well
as the nuances of user querying language. Ad-
ditionally, our model encodes queries and can-
didate responses independently allowing of-
fline candidate embedding generation thereby
minimizing the need for real-time transformer
model execution. Consequently, our frame-
work is able to scale to large e-commerce QA
traffic. Extensive evaluation on user queries
shows that our framework significantly outper-
forms both syntactic and semantic baselines in
offline as well as large scale online A/B setups
of a popular e-commerce service.

1 Introduction

Product pages on an e-commerce service (eg. Ama-
zon) are often overloaded with information. Cus-
tomers wanting to search for a piece of specific
information about a product find it difficult to sift
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through. To address this issue most services pro-
vide an instant QA system on the product pages
enabling users to type their query and get instant an-
swers curated from various sources present on the
page. Figure 1 shows the QA widget on Amazon,
and the three sources viz. Product information (eg:
bullet points, technical specifications etc.), Cus-
tomer Q&A’s (where customers/sellers provide an
answer to the posted questions by customers, hence-
forth called community QA or CQA section), and
Customer reviews from where a response is gener-
ated. In this paper, we focus on retrieving responses

‘ Q Is it waterproof?|

All Product Information Customer Q&A's Customer Reviews

Customer questions & answers

Q: Is it waterproof?
A: Yes
By Amazon Customer on 6 January, 2020

Q: Along with water resistant is it waterproof too?
A: Nothing is waterproof
By SN on 18 July, 2020

See 20 matching Q&A

Customer Reviews

X Best iPhone till now!!
By MMB13 on 16 September, 2020
...The waterproof ability is very helpful in today’s time as the phone can be washed

See 1 matching customer reviews
Figure 1: Instant QA widget on Amazon

from the CQA section. Hence our goal is to learn a
robust relevance function between user queries and
CQA pairs. Notably, these two domains differ sig-
nificantly in language characteristics. User queries
are typically short, often ill-formed and incomplete,
whereas CQA pairs tend to be more complete and
well-formed. For example, "Bettry perfon" is a user
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query where the intended question probably was
"how is the battery performance?". Furthermore,
we analyzed CQA section along with 3 months
user query logs of a popular e-commerce service
and found that the data statistics such as length, vo-
cabulary overlap (between user queries and CQA)
indicate that the domains are quite different. Conse-
quently, relevance learning for this task is difficult.
Table 1 characterizes these differences for 4 differ-
ent locales: Canada (CA), Germany (DE), France
(FR), and IN (India).

Vocab Overlap Avg. Length
Percentage User Query Ql(lje(gt?on
CA 55.4 3.26 11.79
DE 59.4 2.58 12.05
FR 59.1 4.21 13.79
IN 39.6 3.06 8.56

Table 1: Differences in user queries and CQA

Existing QA systems typically work by retriev-
ing a set of candidates for a user query using syntac-
tic features (eg. BM25 that uses bag of words fea-
tures) followed by a semantic answer selection/re-
ranking step (Chen et al., 2017). Some approaches
include semantic features in the candidate gener-
ation step (Mitra and Craswell, 2019). Syntactic
systems fail in two cases: (1) when there are no
word overlaps (a likely scenario as user queries
have limited vocabulary overlap with CQA pairs),
and (2) when the word overlaps are semantically
irrelevant. While adding semantic features or se-
mantic re-ranking models mitigate some of the
drawbacks, however, training a robust semantic
relevance model to match user queries with CQA
pairs is difficult due to the lack of human-labeled
data. An additional challenge is that the instant
QA system needs to provide real-time responses to
users and must scale to the very large traffic of mod-
ern e-commerce systems. Running deep models
online (typical in case of re-ranking) is prohibitive
for such a system.

In this paper, we present an instant QA system
with two main contributions: (1) our framework is
able to learn a robust relevance function between
user queries and CQA pairs by jointly learning se-
mantic and syntactic features-aware representations
without the need for explicit human-labeled data,
and (2) our framework minimizes the need for real-
time model execution by encoding the CQA pairs

offline, enabling large scale online deployment.

We chose BERT (Devlin et al., 2019) as our
transformer encoder due to its recent success in var-
ious natural language understanding (NLU) tasks
including QA. To address the lack of labeled train-
ing data challenge, we use the QA pairs from the
CQA section of each product page as training data.
However, as shown in our evaluation (section 4.3),
such a model does not work well on the user queries
asked on the instant QA system on the product
pages. We propose a distillation-based distantly
supervised training algorithm where we use the
answers retrieved by a syntactic match system on
a set of user queries asked on the instant QA sys-
tem. This training helps the model adapt to the
specific task at hand by learning the user query dis-
tribution as well as the strengths of a traditional
syntactic match system. This coupled with training
on CQA pairs helps our model learn a robust se-
mantic model that is task aware. Our training data
does not require any explicit human labeling.

To make our system work in real-time we train
the BERT model in Siamese style (Reimers and
Gurevych, 2019) with triplets consisting of query,
relevant candidate (+ve sample), and irrelevant can-
didate (-ve sample). Hence the query and candi-
date responses are encoded independently using
the same transformer encoder enabling embedding
computation of all candidates (across all products)
offline. At real-time, only the user query needs to
be embedded using the heavy semantic model re-
sulting in a significant reduction of online compute
cost. In contrast, the common practice of using
BERT in QA problems is to concatenate the query
and a candidate response and run BERT on the
fused input. This would require BERT to run on
all query, candidate CQA pairs on product pages
real-time making it prohibitive for online deploy-
ment. Additionally, we combine the two embed-
dings (question and answer) in each CQA pair to
form one embedding per pair allowing us to reduce
the offline storage significantly.

We extensively evaluate our framework on user
queries asked on the instant QA system at a popular
e-commerce system in 4 locales spanning 3 lan-
guages. Offline evaluation shows that our proposed
framework is able to increase the area under the
precision-recall curve (PR-AUC) by up to 12.15%
over the existing system. Also in an online A/B
test, our system is able to improve coverage by up
to 6.92% by complementing the existing system.
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2 Related Works

QA Systems: Question Answering (QA) is a fun-
damental task in the Natural Language Understand-
ing (NLU) domain. Broadly QA systems can be cat-
egorized into open-domain QA and closed-domain
QA. Open-domain QA involves answering ques-
tions related to all topics from a huge repository
of information such as the Web (Voorhees and
Tice, 1999), Wikipedia corpus (Yang et al., 2015),
Knowledge Bases (Bollacker et al., 2008). Closed-
domain QA systems usually deal with a specific
domain such as medical, sciences etc. The main
steps of a QA system are candidate retrieval fol-
lowed by answer selection/re-ranking (Chen et al.,
2017). Some systems do answer generation (Lewis
et al., 2020) instead of selection.

Semantic Text Encoders: Recently, QA systems
have significantly evolved from syntax based (eg.
BM25) systems to leverage the power of seman-
tic text representation models. Recurrent Neu-
ral Networks (RNN) such as Long Short Term
Memory (LSTM) (Hochreiter and Schmidhuber,
1997) networks were defacto for semantic text
representation. Recently proposed self attention
based transformer (Vaswani et al., 2017) models
show consistent improvement over RNNs on a
multitude of NLU tasks such as Machine Trans-
lation (MT) (Vaswani et al.,, 2017), Machine
Reading Comprehension (Rajpurkar et al., 2016),
GLUE (Devlin et al., 2019) and Natural Language
Generation (NLG) tasks (Radford et al., 2019).
E-commerce Product QA Systems: E-commerce
Product QA systems are similar to domain specific
systems. Recently product QA systems are receiv-
ing a lot of attention due to their growing usage
and unique characteristics such as the search space
being specific to each product. Product QA sys-
tems are real-time systems where a user types a
query and expect instant answers, the queries of
such systems are typically short, prone to errors
and even incomplete in nature. This coupled with
product specific limited search space, often results
in no syntactic match between the query and can-
didate answers, making semantic matching essen-
tial. In contrast, the retrieval set for websearch
and traditional IR typically is huge and there are
always bag-of-words matches that are used to fil-
ter down the candidates before running subsequent
deep models. Additionally, search and IR systems
in e-commerce/web domains get powerful implicit
supervision signals through user clicks, however,

instant QA on product pages only show the answer
with no option to click making it hard to get user
feedback based labels. Finally, QA relevance is dif-
ferent from traditional IR relevance (eg. for query
“what is the material?”, the response “made of stain-
less steel” is relevant and doesn’t require bag-of-
words or even synonym matches) making domain
specific semantic matching critical. Kulkarni et
al. (Kulkarni et al., 2019) propose an embedding
based semantic matching model to find relevant
answers. Additionally, it uses a query category
classifier and an external ontology graph both of
which require human generated labels. There are
several proposed works (Zhang et al., 2020b, 2019,
2020a; Chen et al., 2019a; McAuley and Yang,
2016; Burke et al., 1997; Gupta et al., 2019) that
improve the QA relevance models (usually learned
from CQA pairs) by enriching them using infor-
mation from reviews of the product and capturing
their relation with the CQA pairs. Natural language
answer generation models are also used in the con-
text of product QA (Deng et al., 2020; Chen et al.,
2019b; Gao et al., 2019; Bi et al., 2019). They are
typically encoder-decoder architectures and their
variants. These models are hard to generalize and
often result in factually incorrect text generation.
The aforementioned works use reviews and other
product information along with CQA section to
guide the models to generate answers.

In this paper, we take the approach of answer
retrieval (instead of generation). We solve the or-
thogonal problem of how to adapt the relevance
model to be aware of the user query characteristics
(significantly different from the well formed ques-
tions posted in the CQA section) in the absence of
human labeled data. The improvement in relevance
models (between user queries and CQA pairs) pro-
posed can be easily complemented with the existing
review awareness models. A drawback of the afore-
mentioned models is they comprise of multiple
deep neural components, many of which need to
be run real-time making online model deployment
and computation cost prohibitive for large scale de-
ployment. Our framework only needs to encode the
user query realtime, all candidate responses are pre-
computed stored in an index making it amenable to
real-time deployment.

3 Semantic QA System

In this section, we describe our proposed semantic
QA system for e-commerce services. Unlike tradi-

4010



tional QA systems where multiple models are used
sequentially to surface the final response (eg. can-
didate retrieval, followed by answer selection/re-
ranking, followed by span selection), here we use
a semantic index and the top results retrieved from
the index are the final answers shown to the users.
Below we describe the problem definition followed
by individual components of our system:

3.1 Problem Statement

Given a set of IV products, a user query u, on
product p and the set of CQA pairs for all prod-
ucts C = {{Q,A},} where p € {1,N} and
{Qv A}p = {{CL a}zl)v {Q7 a};%? "'{Qa a}g} are the
set of n QA pairs for product p, the goal is to
find the relevant QA pairs set R C C such that
V{q,a} € C,{q,a} can answer u,.

3.2 Model Architecture

We chose the transformer network (Vaswani et al.,
2017) as our core text representation model. Trans-
formers are largely successful in QA systems (eg.
BERT for MRC (Devlin et al., 2019)), however, the
typical approach to use transformers in a QA set-
ting is to create a single input concatenating both
the user query and a candidate response, enabling
transformers to leverage a full contextual represen-
tation through attention mechanisms. Since trans-
former models are usually very large (hundreds of
millions of parameters), this makes it infeasible to
run the model real-time on a large candidate set.
Our goal in this work is to leverage the strengths
of the deep representational power of transform-
ers while being able to scale to a real-time system
with large candidate sets. Hence we propose to use
transformers in a Siamese network setting similar
to Sentence BERT (Reimers and Gurevych, 2019)
to embed the query and the candidate responses
independently. The same transformer encoder is
used to encode both the query as well as the candi-
date responses (CQA pairs). This enables offline
encoding of all CQA pairs and at real-time only, the
user query needs to be encoded making the model
productionizable at scale.

In our model, a sequence of text is encoded first
by passing it through the transformer network that
generates embeddings for each token in the input
sequence. A mean pool (average) of the output
token embeddings represents the full sequence.

e(text) = meanpool(transformer(text)) (1)

We train our transformer based QA system using
the triplet loss (Chechik et al., 2009) that tries
to learn a similarity measure between user query,
CQA pairs while maximizing the margin between
relevant pairs and irrelevant pairs. Such rank-
ing loss has proven effective at numerous ranking
tasks (Chechik et al., 2009; Schroff et al., 2015;
Wang et al., 2014). The triplet loss for a query ¢
(also known as anchor), a relevant candidate re-
sponse Cqe, and an irrelevant candidate response
C—ye, 18 formally defined as:

max (|le(g)—e(ctve)||—
lle(q) — e(c—ve)|l + ¢, O) ()

where || - || is the Euclidean distance, and e is the
margin. The goal is to maximize the loss over the
triplets of the training set.

3.3 Distantly Supervised Training

One of the biggest challenges in training the in-
stant QA system for an e-commerce service is the
lack of task specific labeled data. One source of la-
beled data is the CQA pairs. To create the relevant
pairs (positive samples) and irrelevant pairs (neg-
ative samples) we adopt the following sampling
strategy: (1) we sample user questions (as anchors)
from all product pages’ CQA section. This ensures
the diversity of products in the training data. (2)
For each question, we pick a paired answer to that
question as the relevant pair. (3) For the same user
question, we randomly select negative samples (an-
swers from different user questions) both from the
same product page and from other product pages.
The negatives from the same product page are the
hard negatives (as these answers are related to the
current product whereas answers from other prod-
uct pages likely are completely unrelated and easy
to distinguish). In future, we wish to explore ad-
vanced negative sampling strategies such as Kumar
et al. (Kumar et al., 2019) for answer sampling.
However, for pages having very few CQA pairs,
the number of negative samples becomes small,
and adding negative samples from other product
pages is useful in such scenarios even though those
may be easy negatives. We show (in section 4.3)
that such a model learns a good QA relevance func-
tion (between community questions and answers),
however, it fails to learn a robust relevance func-
tion between the typical user queries asked on the
instant QA widget and the CQA pairs (candidate
responses). The underlying reason is the difference
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in characteristics of the questions/answers posted
in CQA forum (typically long, well-formed, and
complete) and the queries asked on the instant an-
swer widget (often short, grammatically incorrect,
and ill-formed). Consequently, a model trained
to learn relevance between community questions
and answers performs very well when the queries
are long and well-formed, however, they perform
poorly on the queries typically asked by a user on
the instant answer widget.

To address the aforementioned challenge, we
propose a knowledge distillation (Hinton et al.,
2015) based training technique that acts as distant
supervision on our Siamese transformer network.
We collect a random set of user queries asked on the
instant QA system and the responses (CQA pairs)
generated by the existing syntactic match system
from the query logs of a popular e-commerce ser-
vice. For generating the relevant pairs we take a
user query as the anchor question and the answer
from the CQA pair retrieved by the existing sys-
tem. For generating the irrelevant pairs we follow
a similar negative strategy as before. The existing
syntactic match based system can be thought of
as the teacher model and the Siamese transformer
model is the student model in the distillation pro-
cess. This distant supervision helps our semantic
model adapt to the nuances of the instant QA sys-
tem where queries are often short, and incoherent.
Additionally, the distant supervision system also
helps the semantic model learn the strengths of
syntactic match systems.

We train our Siamese transformer network with
data from both the aforementioned sources (CQA
pairs, distilling from predictions of syntactic match
based system on real user queries). We explore two
strategies for jointly training our model with the
two data sources: (1) we mix the data from both
sources and train our model with the single triplet
loss, and (2) we train our model in a multi-task
fashion where there is a task (triplet loss) for each
of the two data sources. This joint training of a
unified syntactic and semantic representation while
adapting to the nuances of user querying language
enables our instant QA system to learn a robust task
specific relevance function. Hence our instant QA
system serves as an end-to-end unified framework
for the e-commerce product QA problem.

3.4 Model Inference

For our proposed model the input is a user query
on the instant QA system. The query is embed-

ded in real-time using equation 1 and searched
against the candidate vectors (for that specific prod-
uct) to retrieve the top-k most relevant candidates
(where a candidate is an embedding of QA pair
from the CQA section of the product). For the top-k
search, we use a weighted combination of squared
Euclidean distance between the query, question (of
CQA pair) embeddings and query, answer (of CQA
pair) embeddings. Our relevance score of a query,
CQA pair is generated as follows:

5(¢,Q, 4) = ole(q) — e(Q)|I?
+ (1= a)lle(q)

The above expression can be rewritten using linear-
ity of inner products as follows:

le(@)I]” + alle(@)I]* + (1 - a
2(e(q), ae(Q) + (

—e(A)? 3

le(A)P~
1—a)e(A)) 4)
Here (-, -) denotes the inner product between vec-
tors. From the expression in equation 4 we can see
that instead of storing e(Q@), and e(A) separately,
we can store the weighted combination of the two
vectors ae(Q) + (1 — a)e(A) along with two extra
scalar dimensions c||e(Q)||? and (1 — a)||e(A)||?
and the rest of the terms are query related and are
computed real-time. This enables us to reduce the
offline index storage by half by storing only one
vector per candidate QA pair. Note that to enable
such relevance score computation we had to use the
square of Euclidean distance (instead of vanilla Eu-
clidean distance) as the relevance scoring function
at inference time.

4 Experiments

We ran experiments both in offline settings as well
as in large scale online setups. We evaluated our
models across 4 locales with 3 languages to test
whether our distant supervision based training ap-
proach is able to generalize across languages and
varying data characteristics.

4.1 Methods

In this section, we describe the methods that we
compare. All methods described below can encode
query and candidates independently. Consequently,
the candidate index may be computed offline for all
of these methods, enabling large scale deployment.
BM25: BM25 (Robertson et al., 1994) is the de-
facto ranking function used in retrieval systems.
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It relies on a weighted combination of Term Fre-
quency (TF) and Inverted Document Frequency
(IDF) matching. The standard form of the scoring
function is as follows:

bm25(q, D) =
TF(q,D)(k+1)

|D]
avgdl

)

Here q is the user query consisting of n terms
(q1,92,-..qn), D is a document (or a sequence
of text), TF(g;, D) denotes the number of times
g; appears in D, | D| denotes the number of terms
in document D, avgdl is the average number of
terms per document, m(g;) is the number of docu-
ments containing the term g;, N is the total number
of documents in the corpus, and k, b are tunable
parameters, which we fixed to 1.5 and 0.75 respec-
tively (Manning et al., 2008). Given the bm25
function above, we derive the relevance function
between a user query, and a CQA pair in a similar
fashion as equation 3 as follows:

> IDF(g)
i=1 TF(qi,D)—Fk(l—b—i-b

N —m(q;) +0.5
m(ql) + 0.5

where, IDF(q;) = In (

abm?25(q, Q) + (1 — a)bm25(q, A)

E-commerce Baseline: We use the syntactic fea-
ture based existing optimized instant QA system
at a popular e-commerce service as a baseline. We
collect the query and responses shown by the sys-
tem from query logs.
Sentence-transformers-STS-NLI:  We  use
sentence-transformers (Reimers and Gurevych,
2019, 2020) which are state-of-the-art Siamese
style trained transformer models for the general
purpose semantic textual similarity (STS) and
natural language inference (NLI) task. For English,
we use the roberta-large-nli-stsb-mean-tokens !
model, and for French and German we use the
xIm-r-100langs-bert-base-nli-stsb-mean-tokens !
model as we found them to be the best performing
pretrained models. The relevance function is
computed in a similar fashion as equation 3.
SemQA-CQA: Our proposed model trained only
with CQA data as described in section 3.
SemQA-CQA-DS: Our proposed model that was
trained with CQA data and distantly supervised
with predictions of syntactic match system on user
queries as described in section 3.

"https://www.sbert.net/docs/pretrained_models.html

)

4.2 Training Setup

We collect training data from the CQA section and
user query logs for CA, DE, FR and IN locales of
a popular e-commerce service. For each locale, to
generate the CQA triplets and user query triplets
(for distant supervision), we use data from CQA
section of products, and user query logs and follow
the sampling strategy described in section 3.3. The
dataset statistics are described in table 2.

CQA Triplets User Query Triplets
CA | 5,317,904 1,063,580
DE 5,000,000 4,949,766
FR 1,500,000 173,258
IN 7,176,824 10,641,498

Table 2: Training data statistics

We use the bert-base-uncased” as the base trans-
former for our English models (for CA and IN
locale), camembert-base (Martin et al., 2020) 3 as
the base transformer for FR locale, and bert-base-
multilingual-uncased * as the base transformer for
DE locale. We train our models upto 10 epochs,
with a batch size of 16, Adam optimizer with learn-
ing rate of 2e — 5 with a schedule of linear warmup
of first 10000 steps and then linear decay. We set
e = 1 in the loss equation 2, and a@ = 0.4 in the
inference equation 3. For the joint training (CQA
triplets and user query triplets), we have two train-
ing runs (data mixing and multi-task as described
in section 3.3) per locale and picked the best mod-
els (data mixing for CA, FR and multi-task for DE,
IN). We use the Pytorch’, Huggingface (Wolf et al.,
2019) and Sentence-Transformers (Reimers and
Gurevych, 2019) libraries to develop our models
on an Nvidia V100 GPU and hence our training
time per batch and inference time per sample are
same as that of Sentence-Transformers with BERT
(base-model, 110M parameters).

4.3 Offline Evaluation

We do offline evaluation of our models under two
settings: (1) on CQA test sets collected from the
product pages at a popular e-commerce service,
and (2) on user queries test set collected from query
logs of the instant QA system on product pages of

*https://huggingface.co/bert-base-uncased
3https://huggingface.co/camembert-base
*https://huggingface.co/bert-base-multilingual-uncased
Shttps://pytorch.org
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the same e-commerce service.Table 3 contains the
test data statistics.

CQA User Queries
Test Set Test Set
. . #Query-Response
#Questions | #Queries Pairs
CA 2722 1485 5992
DE 2871 1351 5591
FR 2547 1762 5127
IN 2773 1459 4225

Table 3: Test data statistics

Evaluation on CQA Dataset: The goal of this
section is to evaluate the relevance between com-
munity questions and answers learned by different
approaches. For all locales we randomly sample
questions posted on product pages. The paired
answers to those questions are considered to be
relevant answers and all other answers (from other
CQA pairs) of the product are assumed to be ir-
relevant answers. We only sampled products that
at least have 5 CQA pairs posted. For each ques-
tion, the task is to rank all the candidate answers
according to relevance. We report precision@ 1
(P@1), mean average precision (mAP) and mean
reciprocal rank (MRR) in table 4. Since there may
be multiple paired answers to a community posted
question, the rank (for MRR) of a relevant answer
is the number of irrelevant answers ranked above it
plus one. We observe that both SemQA-CQA and
SemQA-CQA-DS are able to significantly outper-
form other methods. This is expected since both
of these methods were trained using CQA data and
hence is able to learn a good QA relevance function,
whereas the sentence-transformers-STS-NLI were
trained using STS and NLI tasks and they failed to
generalize. However, CQA pairs are significantly
different from the language of user queries and in
the next section, we will evaluate on those queries
(the main goal of this paper).

Evaluation on User Queries: To evaluate on user
queries, we sample user queries (and their cor-
responding top responses) uniformly at random
from the query logs of the instant QA system. We
also retrieve the top responses generated by the dif-
ferent models we trained. These query, response
pairs are labeled as relevant or irrelevant by a team
of human annotators. We use the area under the
precision recall curve (PR-AUC) as our quality
metric. We report the absolute percentage points

MO M1 M2 M3

CA [ 39.02 5287 7410 73.55

P@l DE | 40.82 38.66 73.04 71.65
FR | 3742 4225 7385 75.34

IN | 26,51 3567 53.05 53.62

CA | 41.02 5123 7337 7246

mAP DE | 4524 4335 74.80 73.04
FR | 41.24 4446 7427 75.38

IN | 4393 51.12 7217 71.89

CA | 31.21 4241 65.17 64.17

MRR DE | 37.05 3548 68.30 66.20
FR | 3226 35.03 66.78 67.37

IN | 3470 41.23 5844 58.46

Table 4: Evaluation on CQA pairs. M0: BM25, M1:
sentence-transformers-STS-NLI, M2: SemQA-CQA,
M3: SemQA-CQA-DS.

change in PR-AUC with respect to the E-commerce
Baseline in table 6 (+ve sign implies PR-AUC has
improved and -ve sign implies PR-AUC has de-
creased). We make the following observations:
(1) the vanilla BM25 baseline performs the worst
which is expected as it relies solely on syntactic
matches and fails to capture semantic intent; (2)
both the sentence-transformers-STS-NLI and our
SemQA-CQA models fail to generalize validating
our hypothesis that learning a general semantic
matching model or a QA relevance model is not
sufficient to learn the nuances of user querying
language; (3) the SemQA-CQA-DS models sig-
nificantly outperform all other models.There are
two underlying reasons for these improvements.
Firstly, SemQA-CQA-DS is able to leverage the se-
mantic understanding capabilities (that Pretrained-
Transformers and SemQA-CQA are also able to
do), and secondly, SemQA-CQA-DS is also able
to learn the nuances of the task specific query lan-
guage leading to a better relevance model between
user queries and CQA pairs (that are potential can-
didate responses).

Next, we do a qualitative analysis on the cases
where SemQA-CQA-DS is able to improve on the
E-commerce Baseline. We identify two main areas
of improvement: (1) improving relevance in cases
where the baseline fails to capture the semantic
intent, and (2) improving coverage in cases where
the baseline fails to retrieves any response. We
present examples of both cases in table 5. The
examples include cases where the language is ill-
formed and incoherent and our distantly supervised
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User query

Top CQA pair retrieved by SemQA-
CQA-DS

Top CQA pair retrieved by E-
commerce Baseline

Improving semantic relevance

Do you have size varia-
tion??? Like i need this
in bigger wood..

Q: Is this available in still large size
A: yes available size is
7%*5,8%6,9%7,12*9 in inches

Q: Is the wood and print waterproof
9

A: YES

It is compatible in gam-
ing

Q: Does itrun gta v
A: Yesss... Very fine

Q: Is it compatible with Amd A6
processor ?
A: Yes it’s compatible DDR4

Total weight

Q: Each 1 how to kgs
A: 10 kgs

Q: Total diameter of the plates?
A: Plate Dia is 9.5 inches Hole Dia
is 30 mm

Improving coverage

‘What is fabric

Q: Which material is the scarf made
up of
A: Tt is like soft satin silk

No response

The dress with hands
or seelveless

Q: Is it sleeveless
A: we give a extra sleeves so u can
attach or not..as ur wish

No response

Table 6: PR-AUC on user queries evaluation set.
MO: BM25, M1: sentence-transformers-STS-NLI, M2:
SemQA-CQA, M3: SemQA-CQA-DS. Numbers de-
note the absolute percentage points change with respect
to the E-commerce Baseline.

model still captures the intent and retrieve relevant
responses.

4.4 Online Evaluation

We also ran a large scale online A/B experiment
with 50% of the user traffic. All locales were ex-
perimented at least for two weeks to ensure diver-
sity in periodic patterns and have enough queries
to achieve statistically significant conclusions (p-
values < 0.01 in Chi-Square tests) about the im-
provement in metrics. Here the SemQA-CQA-
DS model is used to complement the existing E-
commerce Baseline © to improve the coverage of

®Details can’t be disclosed due to proprietary information

Bettry perfon Q: Batrrey capictiy No response

A: This Phone has a Wonderful 4000

Mah Battery with Battery Saver Op-

tions & Can Watch videos continu-

ously for 18 Hours!!!

Table 5: Qualitative examples.
MO M1 M2 M3 the system. There are two metrics of interest: (1)

CA | -19.75 -1.11  +1.53 +49.25 the coverage (percentage of queries answered by
DE | -13.03 -11.90 +5.46 +12.15 the system), and (2) the new question asking rate
FR | -11.66 -4.54 +4.93 +7.68 (percentage of queries for which even after seeing
IN | -16.66 -0.26 +0.39 +4.37 the response, a user asks a question in the CQA

forum; if the relevance of the answers improves,
the question asking rate should decrease). We re-
port the change in absolute percentage points with
respect to the E-commerce Baseline (for coverage
+ve is better, and for question asking rate -ve is
better). The results are present in table 7. SemQA-
CQA-DS was able to improve coverage while re-
ducing the rate of new questions posted by users
in all locales thereby showing the efficacy of our
approach at scale.

Coverage Question Asking Rate
CA +2.96 -0.69
DE +3.12 -0.44
FR +4.56 -1.60
IN +6.92 -0.97

Table 7: A/B test evaluation. Numbers denote the ab-
solute percentage points change of Treatment with re-
spect to Control.
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5 Conclusions & Future Works

In this paper we presented ‘SemQA’, a practical
transformer-based framework to provide instant
QA efficiently on the product pages of e-commerce
services. Given a user query, our framework di-
rectly retrieves the relevant CQA pairs from the
product page, where user queries and CQA pairs
have significantly different language characteris-
tics. Our model is able to learn a robust relevance
function between user queries and CQA pairs by
learning representations that leverage the strengths
of both syntactic and semantic features, without
the need for any explicit human labeled data. Our
model is able to scale to large scale real-time e-
commerce systems and at inference time only re-
quires model encoding of user queries for by in-
dex lookups, and candidate responses are encoded
offline into the index in a space efficient manner.
Extensive offline evaluation shows our approach
generalizes to multiple locales spanning different
languages with a PR-AUC gain by upto 12.15%
over the existing system at a popular e-commerce
service. We also ran a large scale online A/B exper-
iment with 50% of the user traffic and our frame-
work was able to improve coverage by upto 6.92%
by complementing the existing system.

As a future direction, we would like to expand
our SemQA system to include responses from ad-
ditional content on the product pages (reviews, de-
scriptions etc.). We believe some of the existing
approaches to leverage reviews (discussed in sec-
tion 2) can be used to complement our system to
expand our relevance model beyond CQA data.
Another direction of research will be to include
features such as accuracy, sentiment, freshness etc.
within our proposed SemQA system’s responses.
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