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Abstract

Finetuning deep pre-trained language models
has shown state-of-the-art performances on a
wide range of Natural Language Processing
(NLP) applications. Nevertheless, their gen-
eralization performance drops under domain
shift. In the case of Arabic language, diglos-
sia makes building and annotating corpora for
each dialect and/or domain a more challenging
task. Unsupervised Domain Adaptation tack-
les this issue by transferring the learned knowl-
edge from labeled source domain data to unla-
beled target domain data. In this paper, we pro-
pose a new unsupervised domain adaptation
method for Arabic cross-domain and cross-
dialect sentiment analysis from Contextual-
ized Word Embedding. Several experiments
are performed adopting the coarse-grained and
the fine-grained taxonomies of Arabic dialects.
The obtained results show that our method
yields very promising results and outperforms
several domain adaptation methods for most
of the evaluated datasets. On average, our
method increases the performance by an im-
provement rate of 20.8% over the zero-shot
transfer learning from BERT.

1 Introduction

The Arabic language is characterized by two
main language varieties: Modern Standard Ara-
bic (MSA) and Arabic dialect. MSA has a stan-
dard written form and acquires an official status
across the Arab countries, while Dialectal Ara-
bic refers to the informal spoken dialects in the
Arab World (Habash, 2010). These dialects are
used in daily life but have no standard written form
(Saadane and Habash, 2015; Habash et al., 2018;
Eryani et al., 2020). Geographically and accord-
ing to (Zaidan and Callison-Burch, 2014), Arabic
dialects can be classified into five coarse-grained
regional dialects: Egyptian, Levantine, Gulf, Iraqi,
and Maghrebi. Recent studies have categorized
dialectal Arabic into more fine-grained levels, in-
cluding countries and cities (Bouamor et al., 2019;

Muhammad et al., 2020). These dialects differ from
one another and from MSA, to a varying degree,
at different linguistic levels (Salameh et al., 2018;
Erdmann et al., 2018).

With the unprecedented reach of social media
platforms, Sentiment Analysis (SA) has become
a fundamental task for many applications. Most
research work in this area has been devoted to En-
glish and other European languages, while some
research studies have addressed the question of
transfer learning from MSA to dialectal Arabic.
However, Khaddaj et al. (2019) and Qwaider et al.
(2019) have shown that zero-shot transfer learning,
from models trained on MSA data, does not per-
form well for SA on dialectal Arabic data. So, exist-
ing works have focused on building resources and
annotating corpora for a few dialects where most
of them were collected from social media (Med-
haffar et al., 2017; Al-Twairesh et al., 2017; Baly
et al., 2018; Moudjari et al., 2020; Oueslati et al.,
2020). Nevertheless, dealing with Arabic dialects
as standalone languages is challenging since build-
ing manually such resources is costly and time-
consuming.

It is well known that the generalization perfor-
mance of Machine Learning (ML) models drops
in the case of domain shift (out of distribution
data). Hence, there is an imperative need to lever-
age existing labeled data from other related do-
mains, in order to address this challenge. The
aim is to accurately transfer the learned knowl-
edge from a source domain labeled data to a new
target domain data. On the one hand, adaptive pre-
training of contextualized word embedding mod-
els has shown an effective transfer learning perfor-
mance under domain shift (Han and Eisenstein,
2019; Rietzler et al., 2020). It consists of fine-
tuning the pre-trained language models on large
unlabeled corpus from the target domain using the
MLM objective. On the other hand, self-training
and domain-adversarial learning have been applied
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successfully to many NLP applications (Li et al.,
2020; Ramponi and Plank, 2020; Ye et al., 2020;
Ganin et al., 2016). An effective method that com-
bines domain-adversarial training and self-training
is the Adversarial-Learned Loss for Domain Adap-
tation (ALDA) (Chen et al., 2020). The domain-
adversarial training aligns both domains’ output
distributions, while self-training captures the dis-
criminative features of the target domain data.

In this paper, we introduce a new unsuper-
vised domain adaptation method for Arabic cross-
domain and cross-dialect sentiment analysis based
on AraBERT language model (Antoun et al., 2020)
and the Adversarial-Learned Loss for Domain
Adaptation (ALDA) (Chen et al., 2020). Due to
limited amount of unlabeled data for most target
domains-dialects, we do not rely on the adaptive
pre-training of AraBERT model. Our method lever-
ages the potentials of: i) contextualized word em-
beddings to learn high-level text representation, ii)
adversarial domain training to match the output
distributions of domains and dialects, and iii) self-
training to capture the discriminative features of
the target domain data.

To summarize, our main contributions are as fol-
lows:

* The proposition of a new unsupervised do-
main adaptation method for Arabic SA.

* The study of three possible challenging sce-
narios of domain adaptation for Arabic SA.

* The achievement of very promising results on
several Arabic cross-domain and cross-dialect
sentiment classification datasets.

To the best of our knowledge, this is the first
study that investigates domain adaptation for cross-
domain, cross-dialect and cross-domain & cross-
dialect sentiment analysis, adopting the coarse-
grained and the fine-grained taxonomies of Arabic
dialects. The proposed method outperforms several
state-of-the-art methods on most test datasets.

The rest of this paper is organized as follows.
Section 2 presents related work. In Section 3, we
introduce our method. Section 4 illustrates the
conducted experiments, and discusses the obtained
results. Finally, in Section 6, we conclude the paper
and outline a few directions for future work.

2 Related Work

Arabic sentiment classification. Recently, tan-
gible progress has been made for Arabic senti-

ment analysis (Badaro et al., 2019; Al-Ayyoub
et al., 2019). This has been achieved by pub-
lishing datasets (Elnagar et al., 2018; Ashraf and
Omar, 2016; Aly and Atiya, 2013; ElSahar and
El-Beltagy, 2015; Nabil et al., 2015), sentiment
lexicons (Badaro et al., 2014; El-Beltagy, 2016;
Gilbert Badaro and Habash, 2018), and proposing
models as well as architectures that reach decent ac-
curacy scores (Al Sallab et al., 2015; Antoun et al.,
2020; Abdul-Mageed et al., 2020). As an exam-
ple, the pre-trained language model AraBERT (An-
toun et al., 2020) has achieved state-of-the-art per-
formance on Arabic sentiment classification tasks.
Nevertheless, most of these achievements are still
limited to the MSA, and to some Arabic dialects
and domains (Badaro et al., 2019; Al-Ayyoub et al.,
2019).

Unsupervised domain adaptation. In the past
few years, there has been considerable interest in
unsupervised domain adaptation for cross-domain
NLP tasks, including cross-domain sentiment anal-
ysis (Ramponi and Plank, 2020). Previous work
has focused on minimizing the discrepancy be-
tween domains by aligning the output distributions
of the source and the target domains. Maximum
Mean Discrepancy (MMD) (Gretton et al., 2012),
KL-divergence (Zhuang et al., 2015), Correlation
Alignment (CORAL) (Sun and Saenko, 2016), and
domain-adversarial learning (Ganin et al., 2016)
are among the most widely used methods to learn
domain-invariant features. In the same vein, other
researchers have adopted self-training approach in
order to learn discriminative features of the target
domain (Ramponi and Plank, 2020; Ye et al., 2020).
The latter approach enables the model to be also
trained on some samples of the target domain. The
main idea is to select a subset of pseudo-labels, pre-
dicted on the target domain inputs, for which the
model’s confidence is higher than a fixed thresh-
old, and to incorporate them into the model loss.
However, pseudo-labels are generally noisy and
may hurt the performance of the model. Chen
et al. (2020) have tackled this issue by introducing
the adversarial-learned loss for domain adaptation
where the discriminator corrects the noise in the
pseudo-labels by generating noise vectors that are
specific for each domain.

Domain adaptation for cross-domain senti-
ment analysis. In order to learn cross-domain text
representation, several domain adaptation meth-
ods have relied on pivot features extraction. In-
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spired from structural correspondence learning, Yu
and Jiang (2016) have proposed a method to learn
continuous sentence embedding employing CNN
model across various domains. Li et al. (2018) have
introduced a domain adaption method which can be
extended to documents. The latter method uses a hi-
erarchical attention transfer network for extracting
the pivots and non-pivots features between source
and target domains. Ziser and Reichart (2018) have
proposed language modeling objective to learn a
model scratch rather than adapting a pre-trained
embedding model.

Recently, several methods have been introduced
for domain adaptation based on adaptive pre-
training of contextualized word embeddings (Han
and Eisenstein, 2019; Li et al., 2020; Vu et al.,
2020). The latter approach relies on the availability
of a large amount of unlabeled data in the target
domain to finetune/adapt the existing pre-trained
language model using the MLM objective. Riet-
zler et al. (2020) have proposed an unsupervised
domain adaptation method for aspect-target senti-
ment classification based on BERT adaptive pre-
training. Vu et al. (2020) have presented an adap-
tive pre-training method that adversarially masks
out tokens that are hard to be reconstructed by the
MLM. In another work, (Du et al., 2020) have
proposed to combine BERT domain-aware train-
ing and adversarial-domain learning (Ganin et al.,
2016) for cross-domain sentiment analysis. The
domain-aware training combines the adaptive pre-
training using the MLM objective and a Domain
Distinguish Task (DDT). For cross-domain and
cross-lingual domain adaptation, Li et al. (2020)
have introduced an unsupervised feature decompo-
sition method based on the mutual information to
extract domain-invariant and domain-specific fea-
tures using the XLLM language model (Lample and
Conneau, 2019).

For the Arabic language, Khaddaj et al. (2019)
have introduced a domain adaptation method for
cross-domain and cross-dialect sentiment analy-
sis, combining domain adversarial training (Ganin
et al., 2016) with denoising autoencoder for repre-
sentation learning. The input sentences of both do-
mains are represented using the bag-of-words rep-
resentation by selecting the top 5,000 most frequent
unigrams and bigrams. The obtained results on the
Levantine multi-topic ArSentD-LEV dataset (Baly
et al., 2018) show that combining the reconstruc-
tion loss with the adversarial training has slightly

improved the performance in some cases. Never-
theless, the overall obtained results show that the
zero-shot transfer from the SVM model achieves
competitive results for some datasets. In another
work, Qwaider et al. (2019) have shown that mod-
els that are trained on MSA for the task of senti-
ment classification generalize poorly to dialectal
Arabic data. For improving the results, they have
performed domain adaptation using feature engi-
neering and sentiment lexicons.

3 Method

In this section, we present our model architecture.
The noise-correcting discriminator, the classifier
and the generator losses, employed in our model,
are those of ALDA model (Chen et al., 2020).

3.1 Model architecture

In unsupervised domain adaptation settings, for
sentiment analysis, we are given a labeled source
domain Dg = {(x%,y)}!* | having K classes and
an unlabeled target domain Dy = {z{}!* . The
aim is then to transfer the learned knowledge from
Dg to Dr. In other words, the objective is to train
a robust classifier using the labeled source domain
data that generalizes well on the target domain test
data.

Figure 1 presents the general framework of our
method. We aim to leverage the strength of both the
domain adversarial training and the self-training
in a unified framework. The adversarial training
aligns both domains’ output distributions, whereas
the self-training considers the discriminative fea-
tures of the target domain. Besides, AraBERT is
used as a generator to extract high-level represen-
tation from both source and target domains sen-
tences.

The generator G, the AraBERT encoder, is
trained to extract features from the input sentences
for both domains: hicr,s) = G(x) corresponds to
the hidden state of the [C'LS] token. The weights
of the generator are shared between both domain
inputs.

The classifier C' operates on the hidden states
hicrs) to classify the input instances x and
outputs a probability vector p(y = klx) =
Softmax(Wehiors) + be) for both domains (ps
and p;), where b. and W, are the bias vector and
the weight matrix on the classification layer, re-
spectively.

The generator G tries to confuse the discrimina-
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Figure 1: The general framework of our method

tor D by maximizing its loss. Thus, the generator
aligns both domains’ output distributions, whereas
the discriminator must distinguish both domain fea-
tures by generating different noise vectors for each
domain. These noise vectors are employed to cor-
rect the pseudo-labels predicted by the classifier
C'. The Gradient Reversal Layer (GRL) reverses
the gradient of the discriminator’s loss during the
back-propagation step.

3.2 Noise correcting discriminator

The input of the discriminator D corresponds to the
hidden state ¢ s of the generator G. D is trained
to produce a noise vector £(*) = a(D(hicrs))) by
applying o, the Sigmoid activation, on its output
layer. Note that, the output layer size is equal to K,
the number of classes. Each component of the noise
vector estimates the probability that the predicted
label is the correct label 51(:5) =ply = kly =k, x).
Hence, instead of being trained to classify the
source domain sentences and the ones of the target

domain, G is trained to generate different noise
vectors for each domain. The noise vector is used
to estimate the confusion matrix 1 = (1), which
is applied to correct the target domain’s pseudo-
labels, predicted by the classifier C'. The intuition
behind the ALDA model is that, if we appropri-
ately estimate the confusion matrix, the noise in
the pseudo-labels predicted by the classifier, can be
efficiently corrected (Chen et al., 2020).

Assuming that the noise in pseudo-labels is class-
wise uniform with vector £ ,(ft), the confusion ma-
trix is then given by:

(z¢) A
o & ¢ ifk=1
Ml = 1_£l(zt)
o else

The corrected label vector in the target domain
is given by @) = 3" ¥ p(g = l|2) (1 is the
predicted pseudo label). For the source domain, the
corrected label vector ¢(*s) is computed using the
same procedure.
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For the source domain, the discriminator mini-
mizes the binary cross-entropy loss Lp.. between
the corrected label vectors and the ground truth
labels ys:

Eadv(msv ys) - ['bce(c(xs)a ys) (1)

For the target domain, the discriminator mini-
mizes the binary cross-entropy loss Lp.. between
the corrected label vector and the opposite distribu-
tion of the predicted pseudo-label u(¥*):

£adv ($t) = Ebce(c(mt)au(yt)) (2)

where u(%) is computed as follows:

u = {01
K-1

To discriminate between both domains, the dis-
criminator minimizes the following total adversar-
ial loss:

if g = k

else

Eadv(x& Ys, .’L‘t) - Eadv(x& ys) + Eadv(xt> (3)

In order to make the training more stable, ALDA
incorporates the classification loss of the source do-
main as a regularization term into the discriminator.
Thus, the discriminator must also correctly classify
the source domain data. The regularization term is
given by:

)

['reg(xsa ys) = Ece(p((fs 73/5) 4

where pgcs) = So ftma:n(D(hféSL)S})) and L.,
is the cross-entropy loss. Finally, the discriminator
minimizes the following loss function:

Lp = Loy (1'5; Ys, xt) + ﬁreg(x& ys) (5)

3.3 Classifier and generator losses

Following the principles of pseudo-labeling meth-
ods for domain adaptation, the ground truth label
y; for the target domain can be substituted by:

3y = argmax pf if pf > 6
k

where § is a threshold. By using the learned
confusion matrix 7(**) to correct the pseudo-label
generated by the classifier C', ALDA approximates
the loss in the target domain by:

ET ($t, ﬁunh) = Z C](:Ct)ﬁunh (pta k) (6)
k

where L1 (p, k) = 1 — pg is the unhinged loss.
Then, the classifier C' minimizes the following loss:

Lo = Ece(psa ys) + A £T($t, Eunh) @)

where L. (ps, ys) is the cross-entropy loss of the
source domain. Finally, the generator G minimizes
the following loss function:

£G = ﬁce(pm ys)+)\ ﬁT(xty £unh)

(8)
—A Ladw (xsa Ys, -rt)

where A € [0, 1] is a hyperparameter.

4 Experiments

In this section, we present the experiments carried
out to investigate the performance of our proposed
method for Arabic cross-domain and cross-dialect
sentiment analysis. We describe the used datasets
and present the compared methods as well as the
obtained results. We provide the experiments set-
tings and implementation details of our method in
Section A. The source code for reproducing the
experimentations can be found in our github repos-
itory!.

4.1 Datasets

We conduct three main sets of experiments to
cover three possible scenarios.

Scenario 1: Domain adaptation for dialects of
the same region. The set of experiments of this
scenario aims to study our method’s performance
for cross-dialect and cross-domain sentiment
analysis for Arabic dialects of the same region.
To do so, we employ the existing multi-domain
multi-dialect ArSentD-LEV dataset of the Levant
region (Baly et al., 2018). ArSentD-LEV contains
1,000 tweets from each country of the Levant
region (4,000 in total): Syria, Palestine, Jordan,
and Lebanon. It is labeled into five classes and
covers tweets from five topics: Personal (36%),
Politics (23%), Religion (11%), Sport (6%), and
Other (24%).

Scenario 2: Domain adaptation across regional
dialects. In the set of experiments of this scenario,
we investigate the performance of our method using
the coarse-grained regional taxonomy of Arabic
dialects. For this purpose,

"https://github.com/4mekkid/arabic-nlp-da
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1. Firstly, we select three datasets, mixing Ara-
bic dialects and MSA: BRAD (Elnagar and
Einea), HARD (Elnagar et al., 2018), and
TEAD (Abdellaoui and Zrigui, 2018) that are
compiled from book reviews, hotel reviews,
and Twitter, respectively. These datasets have
sufficient samples to build a multi-dialect
multi-domain dataset.

2. Secondly, we train an AraBERT-based di-
alect identification model, selecting data from
some of the publicly available datasets, in-
cluding MADAR (Bouamor et al., 2019),
DART (Alsarsour et al., 2018), AOC (Zaidan
and Callison-Burch, 2011), PADIC (Karima
et al., 2018), and the multi dialect Arabic
texts corpora proposed in (Khalid and Mark,
2013). The resulting Arabic dialect identi-
fication corpus consists of 353,171 training
sentences and a balanced test set of 50, 000
sentences and covers MSA as well as dialectal
sentences from Maghrebi, Levantine, Egyp-
tian, and Gulf. It is worth mentioning that our
trained dialect identification model achieves
89% accuracy.

3. Finally, we apply our dialect identification
model on the three evaluated datasets to build
our multi-dialect multi-domain corpus. More-
over, we select the Levantine and Gulf dialects
and MSA, which yielded sufficient data across
domains. For review datasets, the rating levels
1 and 2 are assigned to negative polarity, while
ratings 4 and 5 are considered positives. Fur-
thermore, we sample 1000 positive and 1000
negative instances for each dialect to build our
final multi-dialect and multi-domain dataset.

Scenario 3: Domain adaptation from MSA to
Arabic dialects using social media data. The set
of experiments of this scenario tackles the transfer
of learning from MSA to Arabic dialects, belonging
to different regions, using corpora built from social
media (see Table 7 of Section 1.5 for the datasets
details). Thus,

1. For MSA, we use the ArSAS dataset (El-
madany et al., 2018).

2. For the Maghrebi region, we employ MSAC
(Morocco) (Oussous et al., 2020) and TSAC
(Tunisia) (Medhaffar et al., 2017) datasets.
Note that, we have removed sentences that
are written in Arabezi for TSAC.

3. For the Egyptian region, we use the ASTD
dataset (Nabil et al., 2015).

4. For the Levant region, we utilize AJGT (Jor-
dan) (Alomari et al., 2017) and TweetSYR
(Syria) (Salameh et al., 2015) datasets.

5. For the Gulf region, we employ the Saoudi
dialect AraSenti-Tweet dataset (Al-Twairesh
et al., 2017).

Since some of these datasets are labeled using pos-
itive and negative classes only (TSAC and MSAC),
we evaluate our method using positive and negative
sentences for all the used datasets.

We use the train-test splits of the evaluated
datasets whenever this information is available.
Otherwise, we split the datasets into 80% train
and 20% test. For the ArSentD-LEV and following
the work of (Khaddaj et al., 2019), we evaluate our
method on the full target domain/dialect dataset.
For all our experiments, we utilize the accuracy
evaluation measure and highlight the best accuracy
performance using bold font.

4.2 Compared Methods

In order to assess the performance of our method,
we compare it with the state-of-the-art domain
adaptation method, introduced by (Khaddaj et al.,
2019), for Arabic sentiment analysis on the
ArSentD-LEV dataset. Moreover, we evaluate
BERT for zero-shot transfer from the source do-
main, denoted ZS-BERT. For a fair compari-
son, we investigate the performance of three
state-of-the-art domain adaptation methods includ-
ing MMD (Gretton et al., 2012), CORAL (Sun
and Saenko, 2016), and DANN (Ganin et al.,
2016). We implement the latter methods on top
of AraBERT. We have also evaluated two state-
of-the-art cross-domain sentiment analysis meth-
ods, namely PBLM (Ziser and Reichart, 2018) and
HTAN (Li et al., 2018). It is worth to mention that
for PBLM and HATN, we have used an extra 4000
unlabeled sentences from each domain/dialect. For
HTAN, we have used Mazjak word embedding
model (Abu Farha and Magdy, 2019)

4.3 Results

Scenario 1: Domain adaptation for dialects of
the same region. Tables 1 and 2 present the results
obtained for Arabic cross-domain and cross-dialect
sentiment Analysis using ArSentD-LEV.

The overall obtained results for cross-dialect sen-
timent analysis (Table 1) show that ZS-BERT, the
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SOTA | Our Results SOTA | Our Results

Source Target [DANNpow ADRL‘ZS-BERT CORAL MMD DANN Ours ~ Source Target |DANNgow ADRL|ZS-BERT CORAL MMD DANN Ours
Lebanon 29 30 47 50 509 493 52 Personal 28.7 333 28.7 416 413 43 443

Jordan Palestine 345 35 475 50.3 51.1 512 52.8 Politics Religious 20.3 25.3 10 33.6 333 342 463
Syria 1 3 517 533 532 510 542 Sport 351 351 | 367 466 328 468 468

Other 225 242 | 382 497 50 397 46.1

Jordan 29 32 45 468 47.1 474 488 P 7 s | 463 BT B4 415 o7

Lebanon Palestine| 31 35 427 505 507 51 524 olitics : : : : ’ : :
Svria pos B 07 511 S0 5 Religious| 228 234 | 41 443 447 435 442

Y : : : : Personal g 268 258 | 435 497 495 482 466

Jordan 32 325 45 506 497 474 524 Other 338 354 | 53 574 577 496 58
Palestine Lebanon| 31 31| 42 50305505 519 Politcs | 155 155 | 12 92 4 376 408
Syria 85 215 | 517 524 524 513 537 . Peromal | 241 261 | 25 351 37 368 38

Jordan 30.5 32 447 485 49.1 494 51 Religious gpor¢ 25.8 26.8 21.6 381 328 285 3438

Syria Lebanon 35 355 46.1 515 51.1 506 52 Other 30.6 27.4 26.4 464 432 432 484
Palestine] ~ 31.5 375 47.1 49.7 498 513 529 Politics 36.4 307 | 469 487 483 431 446

s Personal | 253 245 | 407 438 423 436 445

POrt  Religious| 20 19 | 308 202 31 402 44

Table 1: The results of accuracy measurement of Othor 355 355 | 483 49 496 49 542
Arabic cross-dialect sentiment analysis using the Politics | 232 232 | 468 465 464 344 468
Personal | 303 249 | 402 462 443 403 455

ArSentD-LEV dataset. The SOTA results are taken Other Religions| 418 43 | 395 458 476 486 489
from (Khaddaj et al., 2019). Sport 237 278 | 467 484 511 477 509

zero-shot transfer-based method, outperforms both
DANNgow and ADRL, the state-of-the-art do-
main adaptation methods that are based on the
bag-of-words representation. Moreover,training
the state-of-the-art domain adaptation methods, in-
cluding CORAL, MMD and DANN, on top of
BERT module has improved BERT transfer per-
formance across dialects. Besides, these three
methods achieve comparable performance for most
source and target dialects and outperform both
DANN gow and ADRL. Furthermore, our method,
which is based on BERT and ALDA’s losses, sur-
passes the existing state-of-the-art methods and
ZS-BERT with average improvements of 19% and
5.5% respectively. Additionally, it shows better per-
formance than the other domain adaptation meth-
ods that are implemented on top of BERT (CORAL,
MMD, and DANN).

In accordance with the results obtained for
cross-dialect, Table 2 shows that the ZS-BERT
method outperforms both DANN g0y and ADRL
in most test cases of cross-domain sentiment
analysis (14 out of 20 cases). Besides, the results
show that the three domain adaptation methods
CORAL, MMD, and DANN outperform both
DANNgow and ADRL, and improve the transfer
performance of BERT model. On average, the
latter three methods (CORAL, MMD, and DANN)
are on a par with each other in terms of accuracy.
Similarly, our proposed method outperforms both
state-of-the-art methods (DANN g0y and ADRL)
as well as ZS-BERT by an average increment
of 19% and 10.7%, respectively. Moreover, it
achieves a better performance than CORAL,
MMD, and DANN for most source and target

Table 2: The results of accuracy measurement of
Arabic cross-domain sentiment analysis using the
ArSentD-LEV dataset. The SOTA results are taken
from (Khaddaj et al., 2019).

domains (12 out of 20 cases).

Scenario 2: Domain adaptation across regional
dialects. Table 3 summarizes the results obtained
for cross-domain and cross-dialect as well as cross-
domain and cross-dialect Arabic sentiment analysis
using two regional dialects (Gulf and Levantine)
and MSA data, covering three domains (books re-
views, hotels reviews and Twitter).

The overall obtained results show that the
zero-shot transfer from AraBERT (ZS-BERT)
outperforms previous state-of-the-art methods
(PBLM and HTAN). Moreover, the evaluated
domain adaptation methods on top of BERT
improve AraBERT’s performance for all evaluated
scenarios. Besides, the results demonstrate that
the performance of ZS-BERT method drops
significantly in the cases of cross-domain as well
as in cross-domain and cross-dialect scenarios.
Nevertheless, the domain adaptation methods
show more important improvements (an increment
of 7.4% on average) in the scenarios mentioned
above. The obtained results clearly show that our
method surpasses the other methods for most target
datasets and scenarios, except for some cases but
the gap remains small.

Scenario 3: Domain adaptation from MSA to
Arabic dialects using social media data. Table 4
presents the domain adaptation results obtained
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Target Gulf Levantine Modern Standard Arabic
Scenario data BRAD HARD TEAD Avg | BRAD HARD TEAD Avg | BRAD HARD TEAD Avg
PBLM 535 8338 6637 67.75| 5725 78.12 62.62 66.0 | 50.87 80.0 64.75 6521
HATN 58.05 75.5 622 6525 | 58.75 74.6 61.72 65.02 | 5822 7735 5798 64.52
ZS-BERT | 727 92.1 725 79.1 80.1 95.3 738 831 75.3 95.3 73.0 812
Cross-dialect | CORAL 77.0 94.1 733 815 81.1 95.4 73.6 834 80.3 96.6 755 841
MMD 77.1 94.4 73.1 81.5 81.9 96.3 74.1 84.1 80.1 97.1 76.8  84.7
DANN 77.6 94.3 729  81.6 81.4 95.8 75.6 843 79.1 96.4 745 833
Ours 78.4 94.3 73.0 819 | 823 96.5 76.6  85.1 79.6 96.4 749  83.6
PBLM 5125 51.63 4888 50.58 | 59.62 50.25 4825 5271 | 64.0 51.75 50.0 55.25
HATN 5735  54.45 526  54.8 | 52.77 4932 48.88 50.32 | 60.7 5297  54.68 56.12
ZS-BERT | 55.7 70.9 58.8 618 60.6 69.9 580 628 64.5 76.8 61.8 677
Cross-domain | CORAL 62.9 82.3 60.6  68.6 66.1 74.1 599  66.7 66.3 78.3 66.9 705
MMD 62.3 73.0 615 656 64.4 75.8 594 665 67.4 82.6 66.1 72.0
DANN 62.9 80.1 59.8  67.6 62.4 77.1 625 673 66.6 78.6 66.4 705
Ours 65.3 85.1 625 710 | 645 79.1 623  68.6 69.8 93.3 66.8  76.6
PBLM 51.56  50.62  49.81 50.67 | 50.0 5244 4881 5042 | 53.19 4944 4956 50.73
HATN 5524 5091 5229 5281 | 56.78  50.24 502 524 | 5535 5236 53.06 53.59
ZS-BERT | 57.8 72.9 599 635 63.0 74.5 59.1 65.5 60.2 71.6 60.8 642
Cross-dialect | CORAL 63.8 82.8 60.8  69.1 64.8 78.3 60.8 679 66.8 79.4 639  70.0
& MMD 63.6 82.0 60.5  68.7 64.4 79.4 609  68.3 66.4 779 64.1 69.5
Cross-domain | DANN 63.2 75.8 623  67.1 63.7 77.2 62.1 677 65.2 80.2 652 702
Ours 64.9 85.6 61.7 70.8 | 64.6 86.5 612 708 66.8 79.4 658  70.6

Table 3: The results of accuracy measurement of cross-dialect and cross-domain as well as cross-domain
& cross-dialect Arabic sentiment analysis using two regional dialects and MSA data, covering three
domains (books, hotels, and Twitter). Each target dataset’s performance is the average accuracy obtained
using its corresponding domain and/or dialect source data for each scenario. For example, in the cross-
dialect scenario, the result of Gulf_BRAD is the average accuracy obtained from Levantine_BRAD and

MSA_BRAD as source dialect.

from MSA to Arabic dialects. In agreement with
the previously obtained results, all domain adapta-
tion methods outperform the ZS-BERT method for
all evaluated datasets by an average increment of
4.9% . CORAL, MMD, and DANN achieve com-
parable performances for most dialectal datasets.
Moreover, the overall comparison results show that
our method outperforms all other domain adapta-
tion methods.

Target ‘ ZS-BERT CORAL MMD DANN Ours
MSAC 85 88 88.2 87.7 89.5
TSAC 81.4 84.9 84 86.2 875
ASTD 87.3 91.1 90.2 902 915
AJGT 83.8 90 88.8 85.5 90.5
TweetSYR 83.8 85.8 86.9 84.7 87.5
AraSenti-Tweet 79.6 80.4 80.7 81.5 83.9

Table 4: The results of accuracy measurement
of domain adaptation results from MSA (ArSAS
source dataset) to Arabic dialects.

4.4 Result discussion

The overall obtained results of the evaluated sce-
narios show that our method improves the trans-
fer performance from contextualized word em-
bedding. Moreover, it achieves far better trans-

fer performance than the state-of-the-art methods
that are based on the bag-of-words representa-
tion or pretrained word embedding. Indeed, all
BERT-based domain adaptation methods yield a
far better transfer learning performance than both
DANN_BOW and ADRL methods. Besides, our
method achieves better performance than CORAL,
MMD, and DANN, which are implemented on top
of BERT module. These results can be explained by
the fact that BERT captures a high-level represen-
tation of the input text (Devlin et al., 2019; Antoun
et al., 2020) as well as the effectiveness of ALDA.
In fact, the latter aligns both domain output distri-
butions using adversarial training and captures the
discriminative features of the target domain inputs
throughout self-training (Chen et al., 2020). More-
over, using BERT as a feature generator allows the
model to extract high-level shared features of the
input data that are transferable across domains and
dialects. For instance, the results show that train-
ing DANN on top of BERT model outperforms
DANNpgow, trained using the bag-of-words text
representation, or even state-of-the-art methods that
are based on pivot features extraction (HATN and
PBLM), by a large margin for both cross-domain
and cross-dialect sentiment analysis (Table 2 and
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Table 1).

5 Error Analysis

To understand why our proposed method outper-
forms the previous methods, we perform an error
analysis. In this error analysis we focus on two
aspects: the misclassified instances by our system
and the instances correctly predicted by our method
which the other approaches fail.

For the first aspect, the majority of misclassified
samples correspond to very short sentences in the
target dialect. Most of them are either idiomatic,
offensive or sarcastic expressions that are specific
to the target dialect and contains words that are
distant from MSA :3 ye!| 9 /WAEIp/, gass 4l 4l
Al 9 /gAr Allh yEfw wSALy/, el Sle /mlA
THAn/ and <a sl Ca & /erf XArf/?. It is worth
mentionning that the other evaluated methods also
misclassify these samples.

For the second aspect, we have checked the cases
where our method correctly predicts the instances
labels while the other methods fail. Overall, we
notice that the zero-shot predictions were biased to
the distribution of the source data, as example the
ArSAS dataset contains 63% of negative instances.
MMD, CORAL and DANN overcome this issue
by aligning the distribution of source and target
features, which improves the results on the target
domain. Meanwhile, they tend to misclassify re-
views that convey multiple sentiment polarities, as
the case for hotel reviews or books reviews, where
users tend to express their negative and positive
sentiments in the same review. Table 8 (Section
B) shows a sample of these instances. Our method
outperforms these DA methods since it relies on
a noise-correcting discriminator that generates dif-
ferent noise vectors for the source and the target
domain and learns a confusion matrix in an adver-
sarial manner. By correcting the noise in pseudo
labels of the target domain using the confusion ma-
trix, we can achieve a class-wise feature alignment
of the source and the target domains. Nevertheless,
the other evaluated DA methods align the output
features of the source and the target domain in class
agnostic fashion.

6 Conclusion

In this work, we have introduced an unsuper-
vised domain adaptation method for Arabic cross-

’Transliteration is performed using Safe Buckwlater
scheme

domain and cross-dialect sentiment analysis based
on the pretrained AraBERT language model and
the Adversarial-Learned Loss for Domain Adapta-
tion (ALDA). We have performed several experi-
ments to investigate the performance of our method
as well as several state-of-the-art methods, adopt-
ing both the coarse-grained and the fine-grained
taxonomies of Arabic dialects. Moreover, we have
studied the performance of domain adaptation from
the MSA to Arabic dialects using social media data.
The overall obtained results showed that domain
adaptation methods outperform zero-shot transfer
from BERT model by a large margin. Furthermore,
our method achieved a very promising performance
and surpassed the evaluated methods on most test
datasets.

In future work, we plan to investigate domain
adaptive pre-training by collecting unlabeled data
for target domains and fine-tuning AraBERT us-
ing the MLM objective. The aim is to study the
performance of our method using domain aware
language model. Since the zero-shot transfer per-
formance using BERT model drops significantly in
cross-domain sentiment analysis experiments, we
believe that training domain adaptation methods on
top of domain aware BERT model will lead to im-
proved performance. We also plan to study domain
adaptation from rich-resource languages such as
English to Arabic language and its dialects.
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A Experiments settings

1.1 Implementation details

We implement our method as well as the other
evaluated methods using PyTorch. For all our
experiments, AraBERT is used as the input text
representation generator. The sentiment classifica-
tion model is a fully-connected layer that takes the
input text representation generated by AraBERT
and outputs label probabilities through the Softmax
function. For hyperparameters tuning, we have
followed the method of Chen et al. (2020). For
tuning the learning rate, we have conducted a ran-
dom search over the set of values {3107°, 210>,
107°,8107%,51076}. We employ Adam optimizer
with a learning rate of 510~ for our method and
DANN, while a learning rate of 10~° is adopted for
the CORAL and MMD and 210~° for ZS-BERT.
We use the same discriminator architecture as in
(Chen et al., 2020). The learning rate of the dis-
criminator is set to be ten times the value of the
generator. During the training, the learning is ad-
justed at every iteration using 7, = uﬂ#)ﬁ (Chen
et al., 2020), where ¢ is the training progress, 179 =
0.01, « = 10 and 8 = 0.75. The hyperparameter
A is varied between 0 and 1 during the training
using #(wq) — 1 (Chen et al., 2020). The self-
labeling threshold (varied between 0.6 and 0.9) is
fixed to 0.8, except for the ArSentD-LEV dataset,
where it is fixed to 0.6. For all the evaluated meth-
ods, we use a batch-size of 16 samples and 20
training epochs, except for ZS-BERT, where the
number of epochs is fixed at 5. Table 5 presents the
number of trainable parameters for each domain
adaptation method.

Method Genrator  Classifier Discriminator Total

ZS-BERT 135197189 3845 —— 135201034
CORAL 135197189 3845 —— 135201034
MMD 135197189 3845 —— 135201034
DANN 135197189 3845 1181953 136382987
Ours 135197189 3845 1185029 136386063

Table 5: The number of trainable parameters for
each domain adaptation method in scenario 1 (num-
ber of output classes equals to 5).

1.2 Computing Infrastructure

We conduct our experiments using an Intel(R)
Xeon(R) Gold 6152 CPU @ 2.10GHz working
station, having a single Nvidia Tesla P100 with
16GB of RAM.

1.3 Average Runtimes

Tabe 6 presents the average runtime of a single run
of domain adaptation methods and ZS-BERT (for
the cross-domain and cross-dialect experiments).

Method Average runtime
ZS-BERT 2m30s
MMD 11m26s
CORAL 14m20s
DANN 14m46s
Ours 21m50s

Table 6: Average runtime of each method for cross-
domain and cross-dialect experiments (Table 3).

1.4 Evaluation measure

For all our experiments, we have employed the
accuracy evaluation measure:

Number of correct predictions

accuracy = —
Y Total number of predictions

1.5 Details of the used datasets in Scenario 3

Table 7 shows the details of the train/test splits used
in scenario 3 (Section 4.1). We use 20% of the
dataset as a test set, except for the ArSenti-Tweet
dataset where the train-test is available.

Dataset Size Train Test
ArSAS 11109 80% 20%
MSAC 2000 80% 20%
TSAC 5506 80% 20%
ASTD 1589 80% 20%
AJGT 1800 80% 20%
TweetSYR 1798 80% 20%
ArSenti-Tweet 11112 9750 1362

Table 7: The description of the datasets used in Sce-
nario 3. When the train-test split is not available,
we use 20% of the data for the test set.

1.6 Datasets links
e Scenario 1: ArSentD-LEV
e Scenario 2: BRAD, HARD, TEAD
e Scenario 3: TSAC, ASTD, AJGT, ArSAS
MSAC, TweetSYR, AraSenti-Tweet?.

B Error analysis

Table 8 shows a sample of sentences along with
their predicted label by our proposed model, ZS-
BERT, and DANN.

3The AraSenti-Tweet dataset is delivered by the au-
thors (Al-Twairesh et al., 2017)

2836


http://oma-project.com/ArSenL/ArSenTD_Lev_Intro
https://github.com/elnagara/BRAD-Arabic-Dataset
https://github.com/elnagara/HARD-Arabic-Dataset
https://github.com/HSMAabdellaoui/TEAD
https://github.com/fbougares/TSAC
http://www.mohamedaly.info/datasets/astd
https://github.com/komari6/Arabic-twitter-corpus-AJGT
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https://github.com/ososs/Arabic-Sentiment-Analysis-corpus
http://www.purl.com/net/ArabicSentiment

Sentence Ground-truth ZS-BERT DANN Ours
A Jladl as JLdiuly gedly ABUADI Sl
ehlbigs

/AstvnAQy AInZAfp wAlbhw wAstgbAl DEf AtSAI cbkp Positive Negative Negative Positive
mwbAyly/

pISAY pue lies ilae b HladY) Ad g aas
18 g Jlaiw¥l (pals 9o Alolas £ gw J ot Lo gon
JLGELWY (pals 9oy

/DEyf bwfyp AIAfTAr AlrmDAny mmtAz Edm AlAltzAm Negative Negative Positive Negative
bmwEd Aldxwl swC mEAmlp mwZfyn AlAstgbAl wqAHp
mdyr mwZfyn AlAstqbAl/

e aud) do guasd! dul pdl ABLEAL a8 5ol)
Jo3s gion i Ly g ¥ 43,1 4 ST 0¥ Igd
IS Lgrd Al aladl jlacl Ol g pdeall s SY gemlodl
A

/jyd AlmwgE AInZAth AlHrAsh AlxSwSyh AlsEr mbAlg Positive Negative Negative Positive
fyhAllntrntvlAjh Algrth 1A ywjd bhA cQ mnE dxwl
AlmOkwlAt wAlmcrwbAt AsEAr AImTEm mbAlg fyhA
bekl xyAly/

oy pue g Julaidl B Glay JLATLY Gals 9o i
Lol

/jyd mwZty AlAstgbAl bTQ fy AItEAml wEdm xbrh Positive Negative Negative Negative
kAfyh/

Table 8: Examples of predictions made by our proposed system compared with the Zero-Shot BERT and
DANN
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