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Abstract

Most chatbot literature that focuses on improv-
ing the fluency and coherence of a chatbot,
is dedicated to making chatbots more human-
like. However, very little work delves into
what really separates humans from chatbots
— humans intrinsically understand the effect
their responses have on the interlocutor and of-
ten respond with an intention such as propos-
ing an optimistic view to make the interlocutor
feel better. This paper proposes an innovative
framework to train chatbots to possess human-
like intentions. Our framework includes a
guiding chatbot and an interlocutor model that
plays the role of humans. The guiding chat-
bot is assigned an intention and learns to in-
duce the interlocutor to reply with responses
matching the intention, for example, long re-
sponses, joyful responses, responses with spe-
cific words, etc. We examined our framework
using three experimental setups and evaluated
the guiding chatbot with four different metrics
to demonstrate flexibility and performance ad-
vantages. Additionally, we performed trials
with human interlocutors to substantiate the
guiding chatbot’s effectiveness in influencing
the responses of humans to a certain extent.
Code will be made available to the public.

1 Introduction

Humans have evolved to become sensitive to their
social interactions. The more they interact, the
more they generally learn what to say and what
not to say to light up people’s mood or to avoid
upsetting others. In this paper, we aimed to train
a chatbot to emulate these human-like qualities by
making it learn from interactive conversation. A
chatbot that understands the effect its utterances
have on the interlocutor could be a significant step
towards achieving human-level chatbots.

A chatbot that understands the effect of its ut-
terances on the interlocutor is also critical in real-
world applications. For instance, as shown in Fig-
ure 1, given a context from the interlocutor, both

That is always disappointing.
Did you have a good time with
friends anyway?

/- Typical Chatbot

I did. They were really nice
and fun and smart people. [T
'

@ o)

Joyful

| did, but | was so bummed -
out. | was so lonely. u

c You're always gonna have space
“ on your friends list at least, right?

; Anxious

Figure 1: An example of the dialogue to show that
how the chatbot interacts with the interlocutor, and how
our chatbot affects the interlocutor’s response when as-
signed the intention, making people respond joyful.

responses "I did. They were really nice and fun
and smart people." and "I did. I was so bummed
out. I was so lonely." were relevant and reasonable
responses, and were equally suitable for a typical
chatbot. However, we could give an intention to
the proposed chatbot (guiding chatbot), such as
making the interlocutor feel joyful. In this way, the
chatbot would respond in a positive way to induce
joy in the interlocutor.

Much literature combine Reinforcement Learn-
ing(RL) (Kaelbling et al., 1996) with transformer-
based (Vaswani et al., 2017) models to control the
chatbot’s output. Gupta et al. (2019) proposed mod-
els to concentrate on crucial keyphrases presented
in the context. Their models tended to generate
outputs that were more coherent and specific to the
conditionals, which leaded to more non-generic
words. By training with a combination of the
above criteria, their approach leaded to more di-
verse and interesting responses. However, these
previous works focused on controlling the chatbot’s
responses and completely neglected the interlocu-
tor in their training.

In this paper, we made extensive use of the in-
terlocutor’s responses as interactive experiences to
train our guiding chatbot to influence the interlocu-
tor with intentions. We introduce a novel train-
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ing framework, in which there were two conversa-
tional models that simulated chatbot-interlocutor
interaction. One model acted as the interlocutor
model, while the other was the guiding chatbot to
be trained. The interlocutor took the guiding chat-
bot’s output as its input and generated correspond-
ing responses. The learning framework was given a
controllable factor, which represented the intention
it had. We defined reward functions according to
three different controllable factors, sentence length,
emotion, and specific words, to make the guiding
chatbot learn to induce the interlocutor model to
generate desired responses using RL.

To evaluate our guiding chatbot, we designed
several experiments to examine the rewards corre-
sponding to three controllable factors, and empir-
ical results demonstrate that our guiding chatbot
can influence humans’ responses. Moreover, we
found that training with more interlocutor mod-
els together improved the guiding chatbot’s perfor-
mance on the human evaluation experiment. Fur-
thermore, we analyzed recent off-the-shelf chatbots
based on experimental results, aiming to find hid-
den tendencies these chatbot models had, such as
cursing more or being more irritative.

2 Related Work

The most common chatbot model is sequence-to-
sequence based (Sutskever et al., 2014). Recently,
numerous researchers applied transformer to build
coherent chatbots by retrieval-based (Zhou et al.,
2016; Wu et al., 2019; Yang et al., 2018; Henderson
et al., 2017; Yan et al., 2016) and generative-based
(Ritter et al., 2011; Serban et al., 2016; Shang et al.,
2015; Tammewar et al., 2018) approaches. Despite
the decent fluency and coherence these chatbots
achieved, they still hardly converse like a human.
The reason might be that they are essentially devoid
of emotions.

Furthermore, some used RL to improve their
chatbot’s performance (Serban et al., 2016;
Williams, 1992) and others combined RL with GPT-
2 (Radford et al., 2019) models to control the sen-
timent of their chatbot’s response to make it more
user-friendly (Han et al., 2019; Lee et al., 2018).
Beyond the viewpoint of sentiment, the Empathet-
icDialogues (ED) dataset was collected (Rashkin
et al., 2019) to train a chatbot that could recog-
nize the feeling of the interlocutor and know how
to reply accordingly (Lin et al., 2020). However,
these researchers neglected what really separated

humans from chatbots — humans understand the
impact their responses have on the interlocutor and
often responded with intentions and expectations.
Note that it is not just about being empathetic as
human’s intentions could vary widely.

One previous work also considered interlocu-
tor responses (Shin et al., 2019). It used a senti-
ment predictor to predict the interlocutor’s senti-
ment given the chatbot’s response, and also trained
the chatbot with RL. Unlike this previous work, our
proposed framework explicitly modeled the possi-
ble responses of interlocutors. Explicitly model-
ing interlocutor responses give the proposed frame-
work more flexibility. For example, in addition
to steering the interlocutor’s sentiment as in this
paper, the framework could be used to build a chat-
bot that induce the interlocutor to become more
talkative by setting its learning target to be making
the interlocutor generate longer sentences. More-
over, we also developed techniques to preserve the
dialogue’s coherence, so our chatbot could still gen-
erate fluent and appropriate responses in addition
to having a particular intention.

Apart from influencing the interlocutor, the pro-
posed framework also served as a way to analyze
the underlying inclination of the off-the-shelf chat-
bots playing the role of interlocutor. Through the in-
teraction, we could know what factors are apt to in-
fluence these off-the-shelf chatbots. Holzinger et al.
(2017) claimed that the appealing performance of
recent robust and SOTA models belied a poten-
tial problem of black-box models: these models
lacked an explicit declarative knowledge represen-
tation. Hence, calling for a transparent representa-
tion, they dug into explaining trained models. In
contrast to the previous contributions, we tried to
explain the implied tendency of a chatbot, which
was not obvious to recognize. According to the ex-
periments, we were capable of telling whether the
off-the-shelf black box chatbot possessed certain
predispositions, such as tending to swear more or
having a short temper.

3 Methodology

3.1 Framework

The proposed framework is shown in Figure 2. It
consisted of two conversational models: the guid-
ing chatbot and the interlocutor model. The inter-
locutor and guiding chatbot simulated the dialogue
between a human and a chatbot. The guiding chat-
bot aimed to generate a response that maximize
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Figure 2: The framework that we proposed to teach the guiding chatbot how to achieve the intention assigned by

the controllable factors.

rewards according to different controllable factors;
the interlocutor models produced responses based
on the guiding chatbot’s response in order to sim-
ulate a human’s response. Therefore, grounded in
different controllable factors, we examined corre-
sponding rewards to optimize the guiding chatbot
to influence the interlocutor.

3.2 Conversational Models

Interlocutor The model I represented the inter-
locutor. I could be any off-the-shelf chatbot whose
parameters were fixed during training; that is, it
was unnecessary to know its parameters in the
framework. [ was only used during the training
phase to train the guiding chatbot via interaction. In
the testing phase, the guiding chatbot will interact
with real human beings. The interlocutor models’
settings will be described in Section 5.3.

Guiding Chatbot The guiding chatbot model C
was the chatbot we trained to induce desired re-
sponses in the interlocutor. We built the guiding
chatbot model C based on DialoGPT (Zhang et al.,
2020). To train model C, given the input sentence
x, our chatbot C' generated a sentence C(x). The
generated sentence C'(x) then became the input for
I, and I output its response I (C(x)). We defined
the reward R for C based on C'(z) and I(C(x)),
and C' was trained to maximize the value of R by
the policy gradient. The definition of the reward
R depended on the controllable factors, that is, the
intention of the guiding chatbot (how the guiding
chatbots wanted the interlocutor to respond). The

definition of our reward functions is in Section 3.3,
and the controllable factors are in Section 4.

3.3 Rewards Functions

We introduce two kinds of reward functions: in-
tention reward R; and coherence reward R-. The
final reward that the guiding chatbot C learned to
maximize will be a combination of R; and R¢.

Intention To influence the interlocutor, the guid-
ing chatbot C' ought to learn from the interlocutor’s
reaction. To be more specific, we collected re-
sponses I(C(z)) from the off-the-shelf chatbots
when interacting with our guiding chatbot. Then
the intention reward R; was obtained by evaluat-
ing the interlocutor’s responses, that is, I(C(z)),
based on the controllable factors of guiding chatbot
C'. Using the intention reward allowed the guiding
chatbot to induce the interlocutor to perform specif-
ically according to the controllable factors, namely
our intentions. The formulation of R; depended
on the controllable factors. To observe the effec-
tiveness of guiding these interlocutor models, in
this paper, we had three controllable factors, which
were equal to our intentions: to extend the sentence
length, to make the interlocutor speak with a par-
ticular emotion, and to induce the interlocutor to
speak specific words. Exact formulation of rewards
for different controllable factors will be given in
Section 4.

Coherence Using the intention reward as the
only reward leaded to a drawback that the guiding
chatbot ignored the coherence between the input
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x and the generated response C'(z). To avoid this
problem, an extra constraint on the guiding chat-
bot to maintain coherent responses was necessary:
we applied another conversational model C” that
served as a constraint maintaining coherence. Here
we used the open-domain GPT-2 model as the C".
To be more specific, we estimated the difference
in generated probability between C' and C’ and
minimized the estimated difference. As a result, C
would be less likely to produce responses unrelated
to input x coherent to responses generated by C.
The additional reward R is defined as below.

RC = PC’ (C(a:) ’ :E) . (1)

R¢ was the likelihood that C’ generated the sen-
tence C'(x) given the input sentence z. This term
served as a kind of regularization that avoids drift
during training.

To sum up, the total reward is defined as:

R=AR;+ (1 - X\)Rc¢, 2)
where A is the hyper-parameter.

4 Controllable Factors

Below are the three types of controllable factors
studied in this paper. Ry in Section 3.3 could be
either Ry, for sentence length, Rr for emotion, or
Ryy for specific words, introduced below.

Sentence Length A chatbot that could inspire
the interlocutor to become more talkative is desir-
able in many real world applications. We aimed to
observe whether our chatbot was able to make the
interlocutor more talkative, and extend the length
of conversations. Hence, we counted the sentence
length of interlocutor models’ responses as Ry. By
optimizing this reward, we anticipated that the guid-
ing chatbot might extend sentence length from the
interlocutor.

Emotion We studied whether our chatbot was ca-
pable of inducing the interlocutor to respond with
different emotions. We selected eight emotions, in-
cluding anger, anxiety, contentment, disgust, hope,
joy, sadness, surprise. We selected the eight emo-
tions such that two emotions are located in each of
the four different quadrants of the Valence-Arousal
coordinate (Russell, 1980).

To ascertain the emotion of sentences, we estab-
lished an Emotion Detector. The Emotion Detector
was an emotion classifier used to classify emotion

given an input sentence. We trained the Emotion
Detector on the EnpatheticDialogue (ED) dataset
(Rashkin et al., 2019). For each sentence, the Emo-
tion Detector will employ a Valence-Arousal (VA)
projection grounded on the Valence-Arousal coor-
dinate (Russell, 1980; G. Paltoglou, 2013). Given
an input sequence, the Emotion Detector would
output a two-dimensional vector representing se-
quence’s emotion, defined as emotional valence'.
More details related to the Valence-Arousal Coor-
dinate will be discussed in Section 5.2. We utilized
the BERT (Devlin et al., 2019) architecture, a pre-
trained contextualized embedding model, to im-
prove language understanding. Next, we fine-tuned
the BERT model on an emotional classification task
to enhance the model’s capability of categorizing
each emotion. The accuracy of our emotion detec-
tor was up to 82%, and, therefore, we could obtain
a detected emotion and its emotional valence given
an input sentence.

The Emotion Detector takes [(C(x)) as input
and predicted its emotional valence according to
the VA coordinate. Therefore, we could calculate
the Mean Square Error (MSE) between the emo-
tional valence of the interlocutor models’ responses
and the target emotion’s emotional valence as the
reward Rg.

Specific Words We aimed to induce the inter-
locutor to speak with words from specific groups.
These word groups, including Bad Words, Sports,
and Food, were collected from Google’s team? and
the Enchanted Learning website. To provoke the
interlocutor to respond to the sentence including
the specific words we want, we calculated the fre-
quency of the specific words in a sentence. We
counted the frequency of interlocutor models’ re-
sponses that contain words in these word groups
as Ryy. We anticipated that the interlocutor can
generate a sentence that contains more words from
the specific group and still be coherent as well as
fluent.

S Experimental Setup

5.1 Dataset

EmpatheticDialouges Dataset Rashkin et al.
(2019) created an innovative dataset with around

le.g. fear=[-0.12, 0.79], joy=[0.85, 0.15]

https://gist.github.com/jamiew/
1112488

*https://www.enchantedlearning.com/
home.shtml
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25K conversations, each consisting of a speaker
and a listener. The participants, acting as the
speaker, initiated the talks, and the psychologists,
serving as the listener, responded to the speaker em-
pathetically. The dataset covers 32 different emo-
tion labels including positive, negative, and neutral
emotions. They firmly ensure that each emotion
in the dataset was evenly distributed. Nonetheless,
a few emotion classes were quite similar, such as
"sentimental" and "nostalgic". Thus, we merged
these equivalent emotion classes into one emotion
class.

5.2 Valence-Arousal Coordinate Projection

In Valence-Arousal Coordinate study (Russell,
1980; G. Paltoglou, 2013), researchers assigned
emotional values to nineteen kinds of emotions.
We performed supervised training of the Emotion
Detector based on these known emotions on the ED
dataset. Each emotion could be represented as a
two-dimensional vector. Therefore, we could map
each emotion to the coordinate on the VA space.

5.3 Model Settings

RL Training Details We applied the Policy gra-
dient (Sutton et al., 2000) as our RL algorithm.
To implement an RL training chatbot, we applied
the DialoGPT model, which fine-tuned the GPT-2
model on 147M multi-turn dialogues from Red-
dit discussion threads. The GPT-2 model was a
transformer-based model with 36 layers, 20 atten-
tion heads in each layer, 345M parameters, and an
embedding size was 1024. This model was trained
on the WebText dataset and 50,257 tokens with
invertible byte pair encoding to preserve capitaliza-
tion and punctuation. In our training procedure, we
fine-tuned the DialoGPT model on the ED dataset
based on the reward function mentioned in Sec-
tion 3.3.

Interlocutor Models The interlocutor models
had three different setups:

* The Publicly available Google bot (Vinyals
and Le, 2015)* was trained on the dataset pro-
posed by Danescu-Niculescu-Mizil and Lee
(2011) with 220,579 conversational exchanges
between 10,292 pairs. The whole corpus was
split into training and testing sets.

*https://github.com/Conchylicultor/
DeepQA

¢ The same DialoGPT model mentioned in Sec-
tion 5.3 was used here to act as the interlocutor.
The weights of the model were fixed.

* A BERT-based Retrieval chatbot trained on
the ED dataset. Given input sentences, the
chatbot chose the corresponding response
from the candidate pool. The BERT encoder
first embedded the sentences into sentence em-
bedding and then computed cosine similarity
between the input sentences and all candidates
to select the most likely option. The candidate
pool was comprised of all sentences in the ED
dataset, which contained approximately 100K
sentences.

5.4 Evaluation Metrics

Aside from the reward scores related to the inten-
tions, we also reported the following three metrics
in the experiments.

Conditional Perplexity The Conditional Per-
plexity here was to measure the dialogue coherence
between the output sentence and input sentence x.
The equation is shown below.

r 1

CPPL=11 G

3)

C PPL was the conditional perplexity, which was
equal to the inverse of the product of each word’s
probability in the sentence C'(z) given the input
sentence x. 1" was the length of the sentence C(x).

Perplexity Here we employed the pretrained
GPT-2 language model to judge if the output sen-
tence C'(x) was an acceptable sentence. The com-
putation of Perplexity (Chen et al., 1998) is shown
below.

& 1

PPL= 11 (e

“)

Self-BLEU While BLEU score (Papineni et al.,
2002) is usually used to measure the correctness in
machine translation, Self-BLEU (Zhu et al., 2018)
was used here to measure the diversity of chatbot
responses; we calculated the average BLEU score
between sentences in our testing result as the Self-
BLEU score.

1563


https://github.com/Conchylicultor/DeepQA
https://github.com/Conchylicultor/DeepQA

Interlocutor Interlocutor Sentence Length Emotion (Anxiety) Specific Words (Food)
while training ~ while testing | Rz 1 CPPL] PPL| SB3 || Rp] CPPL| PPL| SB3|| Rw1 CPPL| PPL| SB3|
- GPT-2 7.12 50.72 40.26 0.62 1.8 - - - 0.03 - - -
GPT-2 GPT-2 9.5 31.82 2284 0.79 0.78 3739 2261 0.77 0.38 95.68 50.7 0.68
- Google 374 4989 3981 0.62 1.82 - - - 0.02 - - -
Google Google 10.14 11059 41.67 091 0.7 26.57  10.99 0.8 0.002 97.84 4827 0.8
- Ret 1277 503 3947  0.62 1.77 - - - 0.08 - - -
Ret Ret 19.79 7655 1846  0.94 0.75 2657 1098 0.8 1.29 69.0 357 0.81
GPT-2 8.52 0.52 0.51
GPT'i ;g""g'e Google | 431 3968 302 075 | 05 3995 3405 071 | 051 724 4055 08
Ret 14.79 0.5 0.45
Google + Ret GPT-2 795 4931 36.13 0.78 0.53 4027 3415 0.71 0.08 6433 1555 099
GPT-2 + Ret Google 575 5995 21.56 0.8 049 4165 3336 0.73 0.00 64.18 51.8 0.99
GPT-2 + Google Ret 1485 440 37.9 0.71 0.51 40.0 3571  0.72 0.12 24634 15.6 1

Table 1: Results of metrics and rewards according to different controllable factors. The metrics of Conditional
Perplexity (CPPL), Perplexity (PPL), and Self-BLEU3(SB-3) are only examined on the guiding chatbot. Rewards
are calculated on the interlocutor models during testing. The baseline performance is tested by the original guiding
chatbot, the DialoGPT pre-trained model that has not yet trained with any interlocutor model. Higher scores for
R} and Ryy indicate better performance. Lower scores for R, CPPL, PPL, and SB-3 indicate better performance.

The best results are boldfaced.

5.5 Human Evaluation Setups

For human evaluation, we recruited participants
online. There were 19 participants; most of them
were graduate or undergraduate students. Each
participant was given several conversations, includ-
ing an opening sentence and a corresponding re-
sponse. They were asked to try to understand the
conversation and provide a response to reply to the
conversation. Therefore, we were able to collect
numerous participants’ responses to calculate re-
wards. Moreover, participants were asked to score
the relevance of the guiding chatbot’s response to
the opening sentence. This task was rated on a Lik-
ert scale(Likert, 1932), ranging from 1 to 5: Score 1
means a firm disagreement, Score 3 meant neutral,
and Score 5 meant an undoubted approval. Finally,
we counted rewards from humans’ responses corre-
sponding to the methods mentioned in Section 4.

6 Discussion and Analysis

6.1 Extending Sentence Length

The first controllable factor was sentence length.
We aimed to guide the interlocutor to say more
words in a single sentence. Table 1 reveals that our
chatbot possessed the ability to encourage the inter-
locutor to be more talkative. The guiding chatbot
interacted with the Google model while training
could induce the interlocutor model to increase its
sentence length from 3 to 10 words on average.
However, as the sentence length increased, the con-
ditional perplexity rose simultaneously. The result

reflected that the guiding chatbot trained with the
Google model was forced to generate weird sen-
tences so that the interlocutor model would produce
a longer sentence. In contrast, although the guiding
chatbot trained with the Retrieval model suffered
from the same problem, the conditional perplexity
increased only slightly, from 50.3 to 76.55, and the
sentence length was much longer. Still, the high
Self-BLEU3 score indicates that our chatbot might
encounter a low-diversity problem. Therefore, the
guiding chatbot trained with the GPT-2 model was
the most desirable and stable chatbot to extend the
interlocutor’s sentence length.

6.2 Guiding Emotion

The second task was to induced the interlocutor to
speak with a particular emotion. These emotions
included anger, anxiety, contentment, disgust, hope,
Jjoy, sadness, surprise. We examined the MSE loss
between these emotions and the detected emotions
of test sentences. Fig. 3a demonstrated that after
training, all three interlocutors had similar perfor-
mance in each emotion. Furthermore, Table 1 in-
dicates that all guiding chatbots trained with any
interlocutor model significantly decreased the MSE
loss against baseline performance. As a result, in-
dependent of the choice of interlocutor model, our
chatbot could successfully guide the interlocutor to
speak with a specific emotion.

Positive Emotions Versus Negative Emotions
We investigated how positive/negative of the in-
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Figure 3: Experiments on controllable factors. The heights of the bars indicate the differences between the rewards

of the interlocutor models before and after training.

Positive | Negative
GPT-2 1.12 1.40
Google 1.05 1.41
Retrieve 1.08 1.42

Table 2: The MSE scores on the positive and negative
emotions of the interlocutors without any fine-tuned.

terlocutors that interacted with our model without
any fine-tuning. Table 2 shows that all three inter-
locutors responded more with positive emotions
than with negative emotions.

Then, we evaluated how our chatbot realizes
the way to influence the interlocutor. Figure 3a
shows the difference between the MSE scores of
the ground truth sentences and the MSE scores of
the test sentences. We found that the improvements
for negative emotions are greater than those of pos-
itive emotions. Table 2 shows that the average
MSE scores of negative emotions is greater than
positive emotions. According to the Fig. 3a, the
Google model was easier to guided to reply with
negative emotions, such as anxiety, sadness, and
disgust. In comparison, the GPT-2 model was more
easily encouraged to speak with positive emotion,
such as joy, surprise, hope, and contentment. We
attribute this phenomenon to the datasets underpin-
ning each of these chatbots. The Google model
was trained on the Cornell Movie Dialogue dataset,
whereas the GPT-2 model was fine-tuned using the
ED dataset. The movie dataset is full of simple, dra-
matic, exaggerated sentences. On the other hand,
the ED dataset, designed to arouse the participants’
sympathy tends be more positive. Furthermore, the
Fig. 3a also displays that our chatbot performs ex-

ceptionally well on inducing the interlocutor speak
with anxiety. The difference in the Google model’s
reward was up to 0.7, which means that we can
significantly induce the interlocutor to speak with
anxious emotion.

6.3 Inducing Specified Words

In another set of trials, our chatbot managed to
make the interlocutor sentences contain certain
groups of words, such as Food, Sports, Jobs, and
Bad Words. We calculated the frequency of a word
in a specific group. Table 1 shows that the ground
truth’s reward was close to 0, which suggests that
the interlocutor models barely spoke words in the
"Food" group before being exposure to by our guid-
ing chatbot. Fig. 3b shows that our chatbot could
successfully influence the interlocutor to talk about
a sentence containing a word from the "Sports"
group and "Food" group. On average, after inter-
acting with the guiding chatbot, the Google model
spoke 0.7 more words in the "Job" group, and the
Retrieval model was induced to say 0.6 more words
in the "Food" group. However, since the rewards of
the ground truth are all near O, Figure 3b indicates
that fine-tuning the guiding chatbot using the RL
approach can lead the interlocutor to say words
they did not previously say.

We also found that the guiding chatbot trained
with the GPT-2 model could only weakly induce
the interlocutors to use words from the "Bad Word"
group. This is almost certainly because bad words
rarely appear in the ED dataset. The guiding chat-
bot trained with the Google model was more likely
to induce the Google model interlocutor to say
words in the "Bad Word" groups. We further an-
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Interlocutor Interlocutor Sentence Length Emotion (Anxiety) Specific Words (Food)
while training | while testing | R; T Relevance T | Rp | Relevance t | Ry T Relevance 1
- Human | 5.82 310 | 041 310 | 0.05 3.10
GPT-2 6.05 2.10 0.27 3.89 0.16 2.63
Google Human 2.74 2.31 0.47 4.21 0.05 2.42
Ret 5.90 1.52 0.46 3.68 0.21 1.47
GPT'i ’l;g"ogle Human | 7.21 2.79 0.39 3.21 0.68 1.53

Table 3: Human Evaluation Results. Relevance represents the extent to which the guiding chatbot’s response is
relevant. In contrast, the reward is based only on the interlocutor’s responses. We tested the baseline performance
of the original guiding chatbot, the DialoGPT pre-trained model that has not yet trained with any interlocutor

model. Top results were boldfaced.

alyzed the Cornell Movies dataset and found that,
there are 24547 bad words out of 220579 sentences.
We likewise concluded that dramatic utterances in
the Cornell Movies dataset brought about the ten-
dency for the interlocutor to say more bad words.

6.4 Cross Validation of Different Interlocutor
Models while Training and Testing

Having proven that our guiding chatbot can signif-
icantly improve all three rewards against ground
truth while training with a given interlocutor model,
we experimented with the more formidable task of
having the guiding chatbot consider all three in-
terlocutor models at once. Table 1 demonstrates
that the guiding chatbot could increase the perfor-
mance, which indicates that the guiding chatbot
could learn more experiences when interacting with
more and different interlocutor models. While in-
teracting with more models, the guiding chatbot
can improve the "Emotion" and "Specific words"
rewards against the guiding chatbot that was only
trained with a single interlocutor model. Although
the "Sentence Length" reward subtly decreased,
the rewards still surpassed the ground truth reward,
showing that the guiding chatbot could influence
the interlocutor.

Moreover, since we could not assume that our
interlocutor models are capable of representing all
kinds of humans, we conducted an experiment to
evaluate our guiding chatbot all-around. The de-
tailed procedures are as follow: we tested our guid-
ing chatbot on the interlocutor model that our guid-
ing chatbot had seen before during training. For
example, the guiding chatbot was trained with the
GPT-2 and Google models but would be tested with
the Retrieval model. Results in Table 1 shows that

all guiding chatbots trained with different inter-
locutor models could improve the rewards in three
controllable factors. Also, we found that while test-
ing on the Retrieval interlocutor model, this model
was more likely to be induced to speak longer sen-
tences than other interlocutor models. It is mainly
because retrieving a longer response is easier than
generating.

6.5 Human Evaluation Result

Human evaluation results sufficiently verify the
guiding chatbot’s effectiveness of influencing hu-
mans’ responses to certain extents. Since the per-
formances of the "anxiety" emotion and "Food"
group were relatively well, shown in Table 1, we
focused on these factors when conducting the hu-
man evaluation. Table 3 shows that the guiding
chatbot could significantly induce humans to speak
with anxiety, as well as maintain, or even enhance,
the relevance within a conversation. This perfor-
mance was consistent with the results in Table 1,
in which the guiding chatbot acquired the ability to
gain better rewards.

Nonetheless, the results of "Sentence Length"
and "Specific Words" can hardly show a promising
effect. Although the reward gained improvement
slightly, humans generally felt the guiding chat-
bot’s response irrelevant: as the reward increased,
the relevance decreased dramatically. This result
demonstrates that the guiding chatbot might learn
a tricky approach to gain higher rewards during
training, but this method was not fully adaptive to
humans. For instance, when training the guiding
chatbot to influence the interlocutor to speak the
sentence with the "Food" group, the guiding chat-
bot usually ended up with "What is your favorite
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food?", ignoring the context. In contrast, the guid-
ing chatbot could not only increase R reward but
also improve the coherence between responses of
the guiding chatbot and the interlocutor models.

6.6 Effects of R

We analyzed the effects bring by Rc. We trained a
guiding chatbot model without R reward on afore-
mentioned experimental settings in Section 5.3 and
observed that the model was more prone to giv-
ing low diversity responses that were irrelevant to
the context. In our experiments, the Self-BLEU3
score was near 0.99 and the CPPL was over 10000
without R reward.

7 Conclusion

This paper introduced a novel framework that aims
to train a guiding chatbot to influence the interlocu-
tor. We designed three different controllable factors
for the guiding chatbot to induce the interlocutor
to reply with responses matching the intention. We
managed to prolong the length of the interlocutor’s
responses, influence the interlocutor to reflect with
a particular emotion, and induce the interlocutor
to use some specific words more frequently. Fur-
thermore, we further enhanced the performance of
the guiding chatbot by training it with more inter-
locutor models. Experiment results show that our
proposed framework can successfully train chatbot
with intentions.

Ethics

In this paper, we proposed a learning framework
that trains chatbots to influence humans. We de-
fined several rewards to reflect different behaviors
that we want to induce to humans.

We undertook this work because we envisioned
a future in which a chatbot can become a digital
companion for humans. To that end, we need the
chatbot to be able to understand a human’s mental
state and reply with appropriate responses. As a
concrete example, chatbots could act as healthcare
or relationship coaches for people who could not
afford such services. Having a healthcare chatbot
to talk to at anytime could alleviate the workload of
nurses and therapists. Moreover, since our frame-
work is reward-agnostic that could be optimize for
any reward, we also expect that the experts could
customize the profession reward definitions in their
fields to bring the technique to higher level usage.

However, we also acknowledge the potential that
this technique could be misused. Using our frame-
work, ill-intentioned people could train chatbots
with negative intentions and could threaten the sta-
bility of our society. For example, we have iden-
tified the following means by which a malicious
actor could take advantage of our proposed tech-
nology:

* Emotional Manipulation: One could train
chatbots with the intention of arousing neg-
ative emotions such as anxiety, sadness, or
anger to influence human’s mental state.

* Social Antagonism: One could train chatbots
with the “Specific Words Intention Reward” to
induce the interlocutors to exhibit gender bi-
ases or use racist terms to purposefully desta-
bilize society.

* Political Interference: One could train chat-
bots with the malicious intentions of manipu-
lating the public’s political opinion.

To prevent the aforementioned abuse of our method,
we propose the following methods to counter them.

* Intention Classifier: We could train a dia-
logue classifier that classifies whether a chat-
bot is purposefully influencing humans. We
believe this is technically achievable as we
could find many works that aim to distinguish
whether a sentence is generated by humans or
not (Gao et al., 2020). To further refine this
work, we could easily collect training datasets
for this classifier by interacting with chatbots
trained by our framework and other general-
purpose chatbots. By doing this, we could in-
form humans when we detect that the chatbot
they are conversing with is being manipula-
tive.

* Special Token: In the future, biomimetic
technologies could blur the boundary between
a living being and an artifact. We suggest that
if the chatbot model generates the sentences,
the sentence needs to be labeled with some
special flag to tell people whether the chatbot
generates the sentence with the intention. For
instance, we can add “<chatbot | intention>"
before any chatbot’s response with the inten-
tion to inform people that a chatbot is trying
to influence them. This will make users aware
that they are interacting with a chatbot and can
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undermine the effectiveness of a malevolent
attack.

» Safety Layer: Inspired by (Adiwardana et al.,
2020), we could use a safety layer (e.g., an
additional classifier) to filter out sensitive or
toxic responses from chatbots during infer-
ence.

Future Work To avoid malicious actors taking
our framework and train their own chatbot. The de-
velopment of the Intention Classifier become an
essential research topic. In future work, we would
set the development of the Intention Classifier as
the top priority. The functions of the Intention Clas-
sifier are not only detect the intention of a dialogue
system, it can also have an ability to generalize
to any other dialogue systems. With the power of
Meta-Learning (Finn et al., 2017) the classifier is
expected to train on a dialogue system with few
data and could have the ability to detect whether
sentences generated by the dialogue system are
with intention.

As developers of emerging technologies, we also
take responsibility for defining the boundaries of
these technologies. We will continue to refine the
aforementioned methods to ensure that the pro-
posed methodology improves public welfare as we
intend it to.
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