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Abstract

Adpvertising on e-commerce and social media
sites deliver ad impressions at web scale on a
daily basis driving value to both shoppers and
advertisers. This scale necessitates program-
matic ways of detecting unsuitable content in
ads to safeguard customer experience and trust.
This paper focusses on techniques for train-
ing text classification models under resource
constraints, built as part of automated solu-
tions for advertising content moderation. We
show how weak supervision, curriculum learn-
ing and multi-lingual training can be applied
effectively to fine-tune BERT and its variants
for text classification tasks in conjunction with
different data augmentation strategies. Our
extensive experiments on multiple languages
show that these techniques detect adversarial
ad categories with a substantial gain in preci-
sion at high recall threshold over the baseline.

1 Introduction

All advertisements on e-commerce and social me-
dia platforms must be moderated to ensure regula-
tory and ethical standards in countries where they
are being served. A tiered moderation workflow
with automated components like cached lookup,
ML models, rule based annotators complement hu-
man experts to ensure reliable content moderation
for ads created by advertisers while scaling to e-
commerce advertising volumes. The advertising
platform currently enables ads to be created in var-
ious media formats like text, images and videos. In
this work, we focus on detecting adversarial ads
in one broad class of ads, where engagement is
driven primarily through text and images. Such
ads on e-commerce site serve as a casing for the
product being advertised. The casing includes prod-
uct text and image attributes along with optional
custom captions provided by the advertiser. It is
under the purview of moderation to check whether
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an ad contains prohibited content. Any ad contain-
ing prohibited content can have an adverse impact
on the shopper experience and hence needs to be
prevented from showing up. See Section 2.1 for a
broad overview of the adversarial ad categories.

In this paper, we focus on techniques we use
to train NLP models built as a part of this system.
Training any ML model requires a good quality
dataset that is representative of the policy being en-
forced. The quality of data available to train mod-
els targeting a defect, say detection of “adult and
objectionable content depends on several factors.
Typically occurrences of such products are rare but
the impact of such an ad on shopper experience is
adverse. The uncommonness of these violations
makes curating large in-domain monolingual cor-
pora difficult. This problem is compounded in low
resource languages where there are limited linguis-
tic resources and the rarity of these violations are
even more skewed. Further, it is expensive and
time consuming to gather more labeled data.

Through this paper, we show different ways to
train generalised language models when we have
limited labeled data. We suggest various ways
for data augmentation and empirically provide ev-
idence suggesting when each of the approaches
works best. We explore how we can leverage the
product catalogue and user behaviour in weak and
semi-weak supervision, curriculum learning and
multilingual training strategies to train generalised
language models like BERT (Devlin et al., 2019)
and its variants. Our experiments show :

* Weak supervision for unlabelled data in the
target domain provides an average gain of
10.88% in precision across languages.

* Curriculum strategies to augment labeled data
from resource rich language by translation
improves average true negative rate(TNR) by
24.25% in low resource setting.

* Multilingual training using labeled data in any
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available languages provides average gain of
24.32% in TNR over the baselines.

2 Background: Content moderation

2.1 Scope of content moderation

Online advertising platforms typically enable ad-
vertisers to create ads in various media formats
like text, images and videos. Here we provide an
overview of the broad categories which are gener-
ally restricted from advertising across these plat-
forms.

Sculley et al. (2011) describe some of the adver-
sarial categories which can compromise the user
safety. These include ads which promote unsafe
and illegal content or products. In addition to these
categories, promotion of adult, profane, hate in-
citing and tobacco related products/content are re-
stricted as well. All of these adversarial categories
are under the purview for content moderation.

We primarily featurise the text attributes of the
product in catalogue such as product title, descrip-
tion and optional custom text provided by the adver-
tiser to detect aforementioned unsuitable content.

2.2 Dataset

A very small fraction of ads belong to the restricted
categories referenced in Section 2.1. We perform
all experiments on 5 such semantic categories
shown in Table 1. For the positive class(defective
ad), we consider all ads labelled by human experts.
We split this data into train and validation set us-
ing multi-label stratification (Sechidis et al. (2011);
Szymarnski and Kajdanowicz (2017)) on catalogue
categorisation of the product. To enable training,
we restrict the size of negative class by restricting
the sample size to utmost 100 times the size of the
positive class and augment it with 10% of hard neg-
ative samples that were caught by existing signals
but approved by human experts. The validation set
is used to tune model hyperparameters and deter-
mine the stopping criterion. We maintain a separate
temporally distinct test set replicating production
setting. A similar approach is taken when creating
train and test set for low resource languages.

2.3 Baselines

BERT and M-BERT For all the experiments we
make use of BERT (Bidirectional Encoder Repre-
sentations from Transformers)(Devlin et al., 2019),
a transformer based attention model that encodes
an entire sequence at once using multiple attention

based encoder layers. We use a linear classification
layer applied on max-pooled version of last four
attention layer outputs of BERT and finetune the
model on limited labeled data. Because of the skew
in the labels, we weight the binary cross entropy
loss inversely based on label frequency and clip
the scaling factor to improve stability of training.
The model is trained using textual attributes of the
products. Adam (Kingma and Ba, 2014) optimiser
is used and the maximum sequence length is re-
stricted to 512 during training and inference. For
low resource languages we make use of M-BERT.
We decide the hyper-parameters of the models by
their performance on the validation set and main-
tain these hyper parameters across ablative experi-
ments.

Word embedding based text classifier In the
multi-lingual setting, we use another baseline. This
is a linear classifier based on word embeddings
similar to the setup in (Shen et al., 2018). We use
fastext (Bojanowski et al., 2017) embeddings for
German to get the word embeddings and combine
them by taking a weighted average of the embed-
dings as described in Arora et al. (2017). This
removes the special direction to generate the sen-
tence embedding. We also obtain max-pooled em-
beddings that extracts salient features along vector
dimensions. This is later stacked to the reference
weighted average embedding and used to train a lo-
gistic regression classifier with the limited labeled
data. We refer to this model as BOE_LIN.

3 Finetuning BERT under low resource
constraints

We explore various techniques that can be used
to train generalised language models(GLM) like
BERT and multilingual variants with significant
performance gains over baseline models described
in Section 2.3. We look at resource constraints
during training of machine learning models in a
supervised setting attributed to the following cases:

* Lack of labeled data.
* Lack of large in-domain monolingual corpora.

* Linguistic resources insufficient for building
reliable statistical NLP applications.

We leverage product catalog to source data for
weak and semi-weak supervision training in mono-
lingual setting. We also explore how curriculum
strategies and multilingual training can benefit
training text classifiers for low resource languages.
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Our experiment show that generalised language
models like BERT or multilingual variants like M-
BERT can be trained using these techniques with
significant performance gains over baseline model
described in Section 2.3.

3.1 Semi-Supervision and
Semi-Weak-Supervision

We employ two approaches as described in
Yalniz et al. (2019) One is the conventional
semi-supervised approach using teacher-student
paradigm. The teacher model is trained using the
limited labelled data (or strong data) and then used
to get predictions for the unlabelled data. Top k%
of the predicted samples for each of the class are
used to pre-train the new student model. The stu-
dent model is further fine-tuned using the limited
labelled data. The second approach is semi-weakly-
supervised approach. Here, the sourced data asso-
ciated with weak labels is used to pre-train the
teacher model before fine-tuning on the limited la-
belled data. Again top k% predicted samples by the
this teacher model is used to pre-train student net-
work prior to fine-tuning on the strong data. Yalniz
et al. (2019) apply these two techniques for image
and video classification tasks and achieve SOTA
results using semi-weak-supervision. We explore
these approaches applied to text classification task
using a GLM like BERT.

3.1.1 Semi-Supervised(SS) Methodology

In this section we describe how we augment un-
labelled/weakly labeled data. We leverage user
behavioural data by using internal search engine
to source products relevant to different categories
from huge product catalog. We can query search
using generic text phrases and pre-existing cata-
logue categorisation (C'C). So we design relevant
text phrases and pre-existing catalogue categorisa-
tion for a defect of interest. These attributes are
filtered by a keyword list which is a combination
of a curated list and word list sourced from models
that use BoW as a feature. Table 1 provides the
statistics of the proportion of number of products
sourced using different approaches.

We use the augmentation for only defective class
since the class skew is several orders larger. Once
we have the augmented data for the defective cate-
gory we treat it as unlabelled for semi-supervised
setup. The teacher model which is BERT is trained
only on the strong data. In case of very limited
data like CAT4-5 we make use of fasttext classifier

Table 1: Statistics of deny list keywords, catalogue cat-
egorisation labels (CC) and relative scale of data for
each label category

DEFECT CATEGORY CAT1 CAT2 CAT3 CAT4 CATS
COUNT OF KEYWORDS 315 240 36 45 50
CouNT OF CC 26 111 27 1 20
SCALE OF DATA 10 100 5 2 1

Table 2: Precision over Baseline, BERT(B) trained
with limited labeled data, at our high Recall threshold
for all models across defects.

PRECISION IMPROVEMENT AT HIGH RECALL THRESHOLD
OVER BASELINE

METHOD | CAT1 CAT2 CAT3 CAT4 CATS
B_SS +40.46  +11.6  +2.12 +4.85 +2.93
B_SWS +4048 +10.99 +6.44  +8.02  +7.09

as teacher. The teacher model is used to score the
augmented samples. Top k% of the augmented data
based on model scores are picked to pre-train the
new student BERT model. Later the student BERT
model is fine-tuned using the strong labelled data.
When training both teacher and student models we
validate the model after each epoch on the same
validation set and use the validation score as the
stopping criteria.

3.1.2 Semi-Weak-Supervised(SWS)
Methodology

Here we treat the augmented data as weakly labeled
data and use it to pre-train teacher model before
fine-tuning it with strong labeled data. This teacher
model is used to score the top k% samples of the
weakly labeled data which is used to pre-train new
student model which is later fine-tuned using strong
data. Here again while pre-training and fine-tuning
teacher and student models we validate the model
after each epoch on the same validation set and use
the validation score as the stopping criteria.

3.1.3 Extension to low resource languages

We take the exact same approach of augmenting
data for low resource languages and train the M-
BERT model. With low resource languages we face
two challenges. First, labelled data available here is
less compared to English(EN). In German(DE) and
French(FR), the scale of the positive class is of or-
der 0.02-0.15 compared to scale of different defect
categories for EN reported in Table 1. Second, key-
words available for sourcing weakly labeled data
is less which affects quality of sourcing weak data.
To address these challenges we explore curriculum
learning and multilingual training for low resource
setting.
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3.2 Curriculum for leveraging resource rich
domains

In the above section we discussed augmenting data
using weak signals. Here we explore how we can
utilise large amounts of labeled data available in
resource rich languages such as EN. We translate
the ad creatives available in EN to the target lan-
guage. Hence forth, this data is referred to as trans-
lated data. A trivial approach to utilise this data
for tuning the model is to combine the strong and
translated data and randomly sample mini-batches
(B_T Lpg) from the unified set while training. An-
other possibility is to use the translated data to pre-
train the classifier and fine-tune it with the strong
data in target domain (B_T Lrr). Here, during
every epoch, we initially train the model with the
mini-batches sampled from the translated data fol-
lowed by sampling mini-batches from strong data.
This clearly has an advantage over the earlier ap-
proach as it helps model adapt to the target domain
and avoid domain shift arising from the translation
engine employed.

We also explore an approach leveraging curricu-
lum learning that is agnostic of the distinction be-
tween translated and strong data for training the M-
BERT model. Curriculum learning(Hacohen and
Weinshall, 2019) involves using the prior knowl-
edge of the difficulty of the training samples to
sample training mini-batch. To rank the difficulty
of the training sample (x;,y;) we need a scoring
function. Scoring function f : X — R is any func-
tion which scores the difficulty of a given training
sample. If f(z;,y;) > f(xj,y;) then (x;,y;) is
more difficult than (z;,y;). We also use a pacing
function (Hacohen and Weinshall, 2019) which de-
termines the sequence of subsets X1, .., X;;, C X
of size g; from which mini-batches {Bz}f\i | are
sampled. These are generally monotonically in-
creasing functions so the likelihood of the easier
samples decrease over time.

In our case, we use BOE_LIN (See Section 2.3)
as our scoring function- a proxy for hardness of
the sample. Samples with confident predictions
by BOE_LIN for positive and negative classes are
considered easy while hardness increases as the
samples are closer to boundary of separation. We
initially pick the easier samples for the first x it-
erations. We augment the training samples with
difficult samples progressively for every z itera-
tions till all the data is seen by the model. In our
case, we consider x = 2 and split the data into

5 sets of increasing difficulty. Iterations 1-2 are
trained using the set having the most easy samples
defined by the scoring function f. In iterations 34,
we take the initial two sets of easy samples. In such
a progression, the model sees the entire dataset in
iterations 9—10. We use early stopping to choose
the model at iteration .

3.3 Multi-Lingual training of M-BERT

In Section 3.1 - 3.2, we explored methods of aug-
menting data from external sources for the same
language i.e they were trained on monolingual data.
However, in weak supervision, the quality of weak
data is contingent on sourcing technique used. Us-
ing translated data from source domains risks intro-
ducing semantic drift due to inaccuracies in the
translation engine used. Advertisers create ads
for different markets and we have limited data in
French(FR), Spanish(ES), Italian(IT) apart from
English(EN) and German(DE). To mitigate these
challenges, we explore multilingual training of M-
BERT leveraging data from different languages to
train a classifier for the target DE language thus
avoiding sourcing technique to augment data.

Pires et al. (2019) show that M-BERT is good
at zero shot cross lingual transfer where task spe-
cific text in one language is used for fine-tuning the
model for a different target language. They further
show that the transfer is more pronounced when
there is more lexical overlap between the languages.
They also show that transfer works with zero lexical
overlap when the two languages are typologically
similar i.e the ordering of subject, object and verbs
among other parts of speech in a sentence. In our
experiments we mainly rely on the lexical similar-
ity between languages for training M-BERT. Table
4 (Wikipedia contributors, 2004) provides the lex-
ical similarity between the languages for which
we have labeled data. Lexical similarity score of 1
would mean total overlap between vocabularies and
0 would mean no overlap between vocabularies.

From entries for lexical similarity in Table 4,
we observe that DE is lexically most similar to
EN followed by FR. In case of missing values, we
consider the corresponding languages as lexically
farthest to the target language. Since M-BERT
is trained on monolingual corpora and the above-
mentioned 5 languages are among them, the vo-
cabulary of M-BERT would have all the alphabets
from these languages. On the basis of results evi-
denced in Pires et al. (2019), we hypothesise that
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Table 3: Precision and TNR improvements at our high recall threshold for all the explored models for DE and FR
languages using different training strategies and for ablation studies in Section 4.1 over BOE_LIN. Here B refers

to M-BERT finetuned with limited labeled data.

MODEL TYPE
B

ABLATION TYPE

B_SS B_SWS B_TLrs B_TLrr B_TLc. B_MLyepx | B_.TLac. B_TLrcr B_MLEEY B_ML{gY"
pe  TNR | +1435 423.15 42479  +13.84  +23.76  +26.40 +29.08 +25.7 +21.0 +14.17 +26.90
PREC. | +0.76  +1.69  +1.95 +0.72 +1.78 +2.24 +2.83 +2.11 +1.4 +0.75 +2.34
Fr INR | 41529 +19.16  +20.05  +15.10  +20.41 +22.11 +19.57 +21.02 +20.68 +12.71 +18.80
PrReC. | +0.77 +1.10 +1.19 +0.75 +1.23 +1.43 +1.14 +1.30 +1.26 +0.59 +1.07

Table 4: Lexical Similarity scores between languages
of interest taken from Wikipedia.

LANGUAGE EN DE FR ES IT

EN 1 0.6 0.27

DE 0.6 1 0.29 -
FR 0.27 029 1 0.75 0.89
ES - - 075 1 082
1T - - 089 082 1

the zero shot transfer is more likely among similar
lexical languages and devise our multi-language
training of M-BERT in the following manner. We
take the labeled data available in 5 languages and
sort them based on increasing lexical similarity
with the target language. For target language DE,
the ordering would be ES, IT, FR, EN, DE. We
feed all the data in the aforementioned ordering
and progressively drop the lexically farthest lan-
guage every z iterations until we are only left with
the target language. In our case we set x = 2 and
train the M-BERT. We generally stop training the
model after 10 iterations since we do not observe
significant gains beyond this.

4 Results

In all experiments, we track model performance
using precision and recall. Precision indicates the
fraction of ads correctly rejected by model. Recall
indicates the fraction of true defective products
rejected by the model for a particular category.

SS and SWS for EN Table 2 shows the improve-
ment in precision for all the models built using
the semi-supervision and semi-weak-supervised
approaches. We see semi-supervision(B_SS) con-
sistently perform better than the baseline, BERT
finetuned with strong data, across all categories.
For CAT1-2, we observe a substantial lift in pre-
cision over baseline compared to other categories.
This is attributed to strong sourcing characteristics
for these categories observed in Table 1. We ob-
serve significant gains by SWS(B_SWS) models
especially in low resource categories like CAT3-5.
For CAT3, CAT4 and CAT5 we see 6-8% better
precision respectively.

Results for low resource languages In case of low

resource languages the amount of defective ads is
much lesser and is of order 0.02-0.15 as called
out earlier. Since the quantity of positive class is
drastically low, precision does not always indicate
the true gains seen by our models. Hence we also
report true negative rate(TNR) which is the % of
non-defective ads rightly approved by our models.

Table 3 provides the relative improvements in
metrics of all the models in comparison to base-
line BOE_LIN. The complex and heavily param-
eterised M-BERT(B) model achieves a signifi-
cant increase in TNR despite dearth of training
data. From performance numbers in Table 3,
we see that fine-tuning(B_T L pr) the model with
target domain after pre-training with translated
data is better than random sampling(B_T Lrs)
of mini-batches across strong and translated data.
Plain augmentation of data through translation
without any curriculum during training the model
might not always show gains as indicated by M-
BERT’s performance. However, introducing a
curriculum(B_T'L¢) based on the difficulty of
the training samples outperforms the initial two
approaches.

Table 3 also shows performance of weak supervi-
sion techniques ( see Section 4.1). Models trained
using both SS(B_SS) and SWS(B_SWS) ap-
proaches outperform the model which was trained
only using the strong data.

We observe the best performance for the model
(B_M Ly gx) leveraging data from multiple lan-
guages and trained in lexical order fashion. Since
DE is lexically similar to EN, the larger training
data in EN aided the model performance in this
setting. We also rerun the experiments with FR
with same setting and results are provided in Table
3. If we observe the lexical similarity in Table 4,
FR is most similar to IT and ES and farther away
from EN which has the most amount of labeled
data. Hence, we do not see the similar kind of
gains for FR as seen in DE which is lexically closer
to EN. For FR the model trained using curriculum
(B_T'L¢y) based on the hardness of the sample
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performs the best. We observe a similar trend in
FR for rest of the approaches.

4.1 Ablations

We ablate the effects of curriculum learning based
on increasing difficulty using models trained in
two control conditions. (a) Anti-curriculum learn-
ing (B_TL s¢ 1) using scoring function f' = —f
where harder samples are fed first and (b) random
curriculum (B_T Lgrcy) where scoring function
randomly scores the training samples. As seen
from the Table 3 anti-curriculum and random cur-
riculum are not as effective as the curriculum of
increasing hardness. Further, random scoring func-
tion results in significant degradation of perfor-
mance when compared to approaches employing a
curriculum. Similar trends are observed for respec-
tive models trained in FR as well.

We further conduct ablations to rule out any
other factors contributing to the gain in recall from
curriculum based on lexical similarity. We per-
form two other experiments where we train the
model in similar manner but feed the languages in
reverse lexical similarity order(B_M Lfg)‘é) and
random order (B_M LAY ). However, in both
the experiments we feed the target language at the
end to minimise domain shift. We see that the
model trained in the lexical similarity order beats
the performance of the other two models in Table
3. We validate statistical significance of gains from
both lexical and hardness curricula using the Mc-
Nemar’s Test (Dietterich, 1998; McNemar, 1947)
(Raschka, 2018). The gains through both curricu-
lum are statistically significant as p-value is < 0.05
for both DE and FR.

5 Conclusion

We have explored multiple ways of training a GLM
and it’s multilingual variant in low resource set-
tings. When large in-domain monolingual corpora
is present but labeled data is limited, sourcing weak
data applied in semi and semi-weak supervision
training improves model performance consistently.
Curricula are useful in resource constrained set-
tings. Multilingual training on a lexical similarity
based curriculum is useful when target language is
lexically closer to resource rich languages. Alter-
nate curriculum like sample hardness is useful in
low resource languages which are lexically distant
to resource rich language such as EN.

6 Related Work

Lately, there has been exponential progress in gen-
erating efficient embeddings for various natural lan-
guage processing(NLP) tasks using language mod-
els (Radford et al. (2019); Liu et al. (2019)). BERT
(Devlin et al., 2019) based embeddings achieved
SOTA results in eleven NLP tasks at the time of
its release. Devlin et al. (2019) also release a mul-
tilingual version of BERT(M-BERT), pre-trained
using monolingual corpora of 104 different lan-
guages. M-BERT is also surprisingly good at zero
shot transfer between languages as shown by Pires
et al. (2019). Prior to and in parallel to M-BERT
multiple works have been done for multilingual
NLP tasks (Ruder et al., 2019). LASER described
in Artetxe and Schwenk (2019) achieve language
independent representation by having a single en-
coder and decoder which are shared by all language
pairs for the translation task. Conneau and Lample
(2019) propose using parallel data to train transla-
tion language model as an extension to M-BERT.
Conneau et al. (2019) release XLLM-R which is
pretrained using 100 languages using much larger
corpus compared to M-BERT.

Most of the recently launched language models
have millions of parameters which demands huge
amount of labelled data for training robust mod-
els. However, obtaining large amount of labeled
data is a laborious and expensive process. Semi-
supervised approaches involve efficiently incorpo-
rating huge quantity of unlabelled data along with
limited labelled data. There has been a lot of work
in this area in image and text domain. Yalniz et al.
(2019) propose a teacher-student paradigm for in-
corporating both unlabelled and weakly labelled
data for training a image classifier. Karamanolakis
et al. (2019) also make use of teacher-student ap-
proach for leveraging weak signals for aspect de-
tection in text. Variational auto encoders (Yang
et al. (2017); Gururangan et al. (2019)) and virtual
adversarial training(Miyato et al., 2016) have been
extensively used in semi-supervised setting. Re-
cently interpolations in textual hidden space(Chen
et al., 2020) have been used for semi-supervised
learning as well.

Multiple prior works (Sculley et al. (2011); Sanz-
giri et al. (2018)) detect adversarial ads in online
advertising platforms. While Sculley et al. (2011)
provide a holistic view of creating an adversarial
ad detection system, Sanzgiri et al. (2018) look at
techniques for detecting sensitive content in images.
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Our work focuses on techniques we leverage to
train state of the art language models for detecting
adversarial advertising content in text. However,
the uncommon nature of these violations pose a
challenge, often compounded in low resource lan-
guages. We leverage related work in semi-weak
supervision and curriculum learning to overcome
these challenges. We also show how data avail-
able in multiple languages can be used for training
classifiers for a given target language.
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