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Abstract

Sentence embeddings encode information re-
lating to the usage of idioms in a sentence.
This paper reports a set of experiments that
combine a probing methodology with input
masking to analyse where in a sentence this
idiomatic information is taken from, and what
form it takes. Our results indicate that BERT’s
idiomatic key is primarily found within an id-
iomatic expression, but also draws on infor-
mation from the surrounding context. Also,
BERT can distinguish between the disruption
in a sentence caused by words missing and the
incongruity caused by idiomatic usage.

1 Introduction

Idioms occur in almost all languages, however
the processing of idioms by NLP systems remains
extremely challenging (Villavicencio et al., 2005;
Sporleder and Li, 2009; Salton et al., 2014). One
reason for this is that many expressions can be used
both literally or idiomatically. Fazly et al. (2009)
distinguish between identifying whether an expres-
sion has an idiomatic sense (idiom type classifica-
tion) and identifying whether a particular usage
of an expression is idiomatic (idiom token classi-
fication), and focus their work on analysing the
canonical form (lexical and syntactic) of idiomatic
expressions. The related work on idiom token clas-
sification at a sentence level includes (Sporleder
and Li, 2009; Li and Sporleder, 2010a,b; Peng and
Feldman, 2017; Fazly et al., 2009; Salton et al.,
2016, 2017). Of particular relevance is Salton et al.
(2016) which demonstrated that it is possible to
train a generic (as distinct to expression specific) id-
iom token classifier using distributed sentence em-
beddings. Of note here is that Salton et al. (2016)
used Skip-Thought vectors rather than the more
recent contextual embeddings such as BERT (De-
vlin et al., 2019) and also that these results indicate
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that language model based embeddings encode in-
formation from a sentence relating to the literal or
idiomatic usage of expressions.

Cacciari and Tabossi (1988) proposed one of the
most accepted psycholinguistic theories of how hu-
mans identify the presence of an idiom. This theory
posits that there is a part of every idiomatic expres-
sion that must be processed (i.e., accessed from the
mental lexicon) before the idiomatic meaning of the
expression can be recognised. This special part of
an idiomatic expression is known as the idiomatic
key. The theory leaves open how incongruency
between an expression and the context it occurs
within might trigger a figurative interpretation.

Given the empirical results of Salton et al. (2016)
and the psycholinguistic work of Cacciari and Ta-
bossi (1988) one question that arises is where in
a sentence is the idiomatic key for models such as
BERT: is it predominantly local to the expression or
not? Note, that here we are using a broader concept
of idiomatic key than that proposed by Cacciari and
Tabossi (1988): they limit the idiomatic key to be a
part of an expression, whereas we use the concept
of idiomatic key to be the part of a sentence that
provides BERT with a signal that an expression is
being using idiomatically. Answering the question
of where BERT’s idiomatic key is can provide in-
sight into how BERT, and similar systems work,
and also into human language processing. In this
paper we address this question by using a probing
style experiment (Conneau et al., 2018) combined
with various input masking techniques.

Section 2 describes the dataset, embeddings, and
model types that we use. Section 3 reports base-
line experiments that examine the strength of the
idiomatic usage signal encoded in BERT embed-
dings, and Section 4 reports a second set of experi-
ments where various masking techniques are used
to analyse where in a sentence BERT’s idiomatic
key is located. Section 5 sets out our conclusions.
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2 Data, Embeddings, and Models

A probing experiment tests for the presence of infor-
mation relating to a linguistic phenomenon within
an embedding. The methodology involves using
the embedding as the input to a model that is trained
to predict whether the linguistic phenomenon is
present in the original linguistic input or not. If the
model can achieve a high-accuracy on the task this
is taken as evidence that the embedding encodes
information on the linguistic phenomenon. Indeed,
the work by Salton et al. (2016) is an early example
of probing, in that instance probing Skip-Thought
vectors and idiom token classification.

For our experiments we used the VNIC data
set (Cook et al., 2008). The VNIC dataset con-
tains 2984 sentences across 56 idiomatic expres-
sions. Each sentence contains one of the target
expressions and is labelled as: idiomatic, literal
or unknown usage. Of these 2984 sentences 2016
sentences are used in idiomatic sense, 550 sen-
tences are used in literal sense, and remaining sen-
tences are labelled as unknown. A model trained
on such an imbalanced dataset will likely be biased
towards the majority class label (in this case the
idiomatic label) and such a bias would be a con-
founding factor in our masking experiments. In
our experimental setup the signal we use to iden-
tify BERT’s idiomatic key is how the ablation of
different types of information (via various forms
of masking) affects the likelihood BERT returns
for idiomatic usage within a sentence. If BERT
is biased towards idiomatic usage based on class
distribution untangling the effects of this bias from
the effects of information ablation would make our
analysis much more complex. To control for this
bias we downsampled the dataset to make sure that
the dataset has a balanced label distribution. We se-
lected all 550 sentences with literal usage and 550
sentences with idiomatic usage by randomly down
sampling 2016 idiomatic sentences for our probing
experiment. We repeated the down sampling of
idiomatic sentences 20 times to prepare 20 differ-
ent versions of the dataset, and for each version of
the down sampled dataset we then split the 1100
sentences into a training set with 80% of samples
and a testing set with the remaining 20% of sam-
ples with stratified label distribution. Consequently,
downsampling not only enables us to balance the
class labels but also gives this opportunity to repeat
experiment with many versions of dataset and this
provides the benefit of cross validation. For each
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experiment we have run the experiment indepen-
dently on each of the 20 down sampled versions of
the dataset, and then calculated the macro average
score across these 20 independent runs.

For each down sampled version of the dataset we
used a bert-base-uncased pretrained BERT model'
to generate sentence embeddings (Devlin et al.,
2019). We use this version of BERT as a represen-
tative of BERT based (transformer based) language
model family. In this experiment our focus is to
analyse the pretained BERT model, and the infor-
mation signals it uses for the task of idiom token
identification, rather than to extend the current state
of the art performance on this task and therefore
we didn’t fine tune the BERT model. This BERT
model gives 12 layers of 768 dimensional embed-
dings for each word in a sentence. We used the
average of the final layer of word embeddings as
the sentence embedding.

For our probing experiments we trained a multi-
layer perceptron (MLP) on the training split of each
dataset to predict a high probability for embeddings
of idiomatic usage sentences and low probability
for embeddings of literal usage sentences. The
MLP with 768 inputs, one hidden layer of 100
ReLUs, and a logistic unit output layer was imple-
mented using Scikit-learn library (Pedregosa et al.,
2011). The MLP was trained using an Adam solver
(Kingma and Ba, 2014) using the Scikit-learn de-
fault hyper parameters and a convergence criterion
of 200 epochs. We define the probability score of
a sentence predicted by the trained MLP model as
the score of idiomaticity of that sentence.

3 Baseline Results

To evaluate the MLP we use the mean idiomatic-
ity scores on the idiomatic and literal segments of
the test sets, where the ideal score of an idiomatic
sentence is 1.00 and a literal sentence is 0.00. Con-
sequently, the closer the average score returned
by the model on idiomatic sentences is to 1.00
the stronger the model, and similarly the closer
the average score returned by the model on literal
sentences is to 0.00 the stronger the model. The
Baseline scores in Table 1 show the average scores
returned by the models on the idiomatic and literal
segments of the test sets. The MLPs have good per-
formance on both idiomatic sentences (0.85 against
the ideal 1.00) and on literal sentences (0.17 against
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the ideal 0.00). This strong performance indicates
that the MLPs effectively predict the idiomaticity
of both idiomatic and literal sentences, and fur-
thermore that BERT sentence embeddings encode
information relating to idiomatic usage.

4 Masking Experiments

Our primary objective is to locate where BERT’s
idiomatic key is located within a sentence, is it con-
centrated within the expression or not. In order to
gather information on this we conducted an experi-
ment to test how the idiomaticity scores returned by
the MLP model changed when we masked different
parts of the input. The intuition behind our experi-
mental design is that if we mask the components of
a sentence that are informative regarding idiomatic
usage within the sentence this should result in the
MLP model shifting their scores for a sentence to-
wards 0.5 in an amount that is proportional to the
informativeness of the masked component, because
the model will have less certainty regarding the id-
iomatic, or literal, usage within the sentence. Note,
that the test sets used in these masking experiments
are the same 20 test sets that were used in the base-
line experiments. Furthermore, the MLP model
tested on each test set is the same model trained
using the corresponding training split for the base-
line experiment (i.e., the training set is not masked).
Consequently, the baseline results discussed above
are for the same models used in this experiment.

For this experiment a natural part of a sentence
to mask is the expression whose idiomatic usage
within the sentence is being assessed. However,
given that the idiomatic key may be located outside
the target expression we also need to select other
components of sentences to be masked. There are
many ways we could have selected these compo-
nents. However, all the target expressions in our
data contain two words, a verb and a noun, and so
for each sentence we randomly selected two other
words for masking. This method has the advan-
tages of simplicity and also matching the number
of words masked in the sentence when masking an
expression or masking outside the expression.

As a measure for the informativeness of a com-
ponent (target expression or random selection) with
respect to idiomatic usage within the sentence we
define differential idiomaticity as the difference in
idiomaticity score returned by the MLP model for
the sentence embedding when the component is
present in the input and when it is masked. Our
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models are trained to score idiomatic usage sen-
tences close to 1.00 and so we expect that for id-
iomatic usage sentences differential idiomaticity
will be positive (between 0.00 and 1.00) because
masking part of the input will likely shift the model
score towards O and the difference between the
score for the unmasked input and the masked input
will then be positive. Conversely, for literal sen-
tences we expect that differential idiomaticity will
be a negative (between 0.00 and -1.00). Overall,
the informativeness of a component with respect
to idiomatic usage in a sentence is captured by the
magnitude of its differential idiomaticity.

We followed two strategies for masking informa-
tion in a sentence: word masking and embedding
masking. In the word masking strategy, we replace
the words in a sentence to be masked using the
same [MASK] token as that used by Devlin et al.
(2019). Our word masking strategy completely
blocks the information from masked words. How-
ever, the resulting sentence may not be a valid sen-
tence. Consequently, we also tested a second mask-
ing strategy that retained the words in the sentence
input into BERT but masked the word embeddings
prior to calculating the sentence embedding. We
generate the sentence embeddings by taking the
average of the final layer of BERT embeddings of
all words in the sentence. However, when we ap-
ply embedding masking we don’t include the final
layer embeddings of the words to be masked in the
calculation of the sentence embedding.

5 Results and Conclusions

Table 1 presents the average idiomaticity and the
differential idiomaticity with respect to Baseline
along with p-values from the experiment broken
down by component being masked (target expres-
sion or random words) and the type of sentence
(idiomatic or literal usage) by using the trained
MLP model. As noted in the preceding section,
we consider the absolute value of differential id-
iomaticity as an indication of idiomatic information
in a component.

For idiomatic sentences we observe that using
a word masking strategy masking either the target
expression or random words outside of the expres-
sion resulted in a statistically significant difference
in idiomaticity scores compared with the baseline
results (the differential idiomaticity of 0.02 for ran-
dom word masking has a p-value of 0.026 and the
differential idiomaticity of 0.06 for masking the



Idiomatic Literal
Masking Id | DId [ p-value | Id | DId | p-value
Baseline 0.85 - - 0.17 - -
Target Expn + Word Mask || 0.79 | 0.06 | 1.12E-05 | 0.24 | -0.08 | 2.83E-07
Target Expn + Emb Mask || 0.83 | 0.02 | 1.91E-11 | 0.19 | -0.02 | 4.07E-16
Rand Word + Word Mask || 0.83 | 0.02 0.026 0.17 | 0.00 0.854
Rand Word + Emb Mask 0.85 | 0.00 0.313 0.17 | 0.00 0.378

Table 1: Mean Idiomaticities (Id) and Mean Differential Idiomaticities (DId) and p-values

target expression has a p-value of 1.12F—05). The
fact that masking the words in the target expres-
sion has a larger effect on idiomaticity compared
with masking random words outside the expres-
sion indicates that the idiomatic key is primarily
concentrated within the target expressions, which
makes intuitive sense. However, the fact that the
differential idiomaticity for random word mask-
ing is also statistically significant indicates that
for BERT the idiomatic key is not restricted to be
within the target expression, but may also occur in
in the context. Finally, the fact that word masking
has a larger impact on idiomaticity compared with
embedding masking suggests that the idiomatic key
is not equivalent to a disruption of any type in the
sentence, we will return to this below.

For literal sentences, masking of target expres-
sion resulted in a statistically significant difference
in idiomaticity (the mean differential idiomatic-
ity of —0.08 with word masking has a p-value of
2.83FE—07 and the mean differential idiomaticity
of —0.02 with embedding masking has a p-value of
4.07E—16), but masking of random words outside
target expression shows insignificant difference
with both word masking and embedding masking
approaches (negligibly small mean differential id-
iomaticity with word and embedding masking hav-
ing p-values 0.854 and 0.378 respectively). These
results generally mirror the results on idiomatic
sentences and suggest that the signal BERT uses to
distinguish literal from idiomatic usages of an ex-
pression is primarily found in the expression itself.

One question that arises is whether these differ-
ential idiomaticity scores actually relate to the re-
moval of specific information relating to idiomatic
usage from an embedding or just reflect disruption
within the sentence. The signal encoded in an em-
bedding for idiomatic usage within a sentence may,
in fact, be some form of high-perplexity or incon-
gruity in the sentence, and so it is very difficult to
disentangle different forms of disruption within a
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sentence: how should we disentangle the surprise
of an unexpected word from the surprise of a miss-
ing word? Indeed, it may be that by introducing
some particular form of disruption (via masking)
into a BERT sentence embedding we are in fact
simulating an idiomatic key.

The differential idiomaticity scores for the em-
bedding masking is a potential source of informa-
tion relevant to this topic. The fact that the dif-
ferential idiomaticity scores resulting from embed-
ding masking are smaller than those generated by
word masking reflects the fact that the self-attention
mechanism within the BERT architecture means
that the final layer embedding for a word encodes
information from other words in the sentence. Con-
sequently, the final sentence embedding generated
under embedding masking indirectly encodes the
information from the masked embeddings (because
the unmasked embeddings that are included encode
information about the words corresponding to the
masked embeddings) and as a result the sentence
embedding is less disrupted by the masking pro-
cess. In other words, the missing word effect is
not as strong under embedding masking but the
word incongruity effects caused by idiomatic us-
age could still be present. Given this, the weak
differential idiomaticity scores generated using em-
bedding masking might indicate that BERT is able
to encode word incongruity within a sentence em-
bedding even if the embedding for the word itself
is not included in final calculation of the sentence
embedding, and consequently the idiom token clas-
sifiers are still able to confidently predict idiomatic
usage. More generally, it suggest that BERT em-
beddings distinguish between the disruption caused
by missing words and the type of incongruity intro-
duced into a sentence by the idiomatic usage of an
expression.

Another factor to consider here is that in our
dataset the target expressions are verb noun com-
pounds. Consequently, these expressions are made



up of content words that likely contain topical in-
formation. Our experiment shows significant differ-
ences in idiomaticity on both idiomatic and literal
sentences after masking the target expression. The
rise in idiomaticity in literal sentences due to target
expression masking might be because of the incon-
gruity caused by the absence of content words in
the target expression. Similarly the reduction of
idiomaticity in idiomatic sentences after the tar-
get expression masking might be because of the
reduced incongruity within the sentence caused by
the absence of an idiomatic target expression. This
suggests that the incongruity caused by presence
or absence of a target expression, or other content
words, which have topical information might be
the idiomatic key of BERT and further experiments
are needed to investigate this.

In conclusion, our results indicate that BERT’s
idiomatic key is primarily found within an id-
iomatic expression itself, but also relies on some
information from the surrounding context. Also,
BERT can distinguish between the disruption in
a sentence caused by words missing and the in-
congruity introduced by idiomatic usage. Further
investigation regarding the idiomatic information
in the surrounding context (for example, by mask-
ing different categories of words, such as content
words, topical key words, or words with different
part of speech categorization) is proposed for future
research.
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