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Abstract

Question answering (QA) models for read-
ing comprehension have been demonstrated
to exploit unintended dataset biases such as
question—context lexical overlap. This hin-
ders QA models from generalizing to under-
represented samples such as questions with
low lexical overlap. Question generation (QG),
a method for augmenting QA datasets, can be
a solution for such performance degradation if
QG can properly debias QA datasets. How-
ever, we discover that recent neural QG mod-
els are biased towards generating questions
with high lexical overlap, which can amplify
the dataset bias. Moreover, our analysis re-
veals that data augmentation with these QG
models frequently impairs the performance on
questions with low lexical overlap, while im-
proving that on questions with high lexical
overlap. To address this problem, we use a syn-
onym replacement-based approach to augment
questions with low lexical overlap. We demon-
strate that the proposed data augmentation ap-
proach is simple yet effective to mitigate the
degradation problem with only 70k synthetic
examples.!

1 Introduction

Question answering (QA) for machine reading
comprehension is a central task in natural language
understanding, which requires a model to answer
questions given textual contexts. Pretrained lan-
guage models have been successfully applied to
QA and achieve scores higher than those of hu-
mans on benchmark datasets such as SQuAD (Ra-
jpurkar et al., 2016). However, QA models have
been demonstrated to exploit unintended dataset
biases instead of the intended solutions, and lack
robustness to challenge test sets whose distribu-
tions are different from those of training sets (Jia

'Our data is publicly available at https://github.

com/KazutoshiShinoda/Synonym—-Replacement.
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and Liang, 2017; Sugawara et al., 2018; Gan and
Ng, 2019; Ribeiro et al., 2019), which could be a
serious problem in real-world applications.

Question generation (QG) has also been exten-
sively studied to augment QA datasets (Du et al.,
2017; Du and Cardie, 2018). It is demonstrated that
QG can improve not only the in-domain generaliza-
tion but also the out-of-distribution generalization
capability of QA models (Zhang and Bansal, 2019;
Lee et al., 2020; Shinoda et al., 2021). In other
areas, data augmentation techniques have been suc-
cessfully used to reduce dataset biases and increase
the performance of machine learning models on
under-represented samples in vision (McLaughlin
et al., 2015; Wong et al., 2016) and language (Zhao
et al., 2018; Zhou and Bansal, 2020). Thus, we
assume that QG is useful to debias QA models and
improve its robustness by augmenting QA datasets.
However, it has not been fully studied whether ex-
isting QG models can contribute to debiasing QA
models (i.e., improve the robustness of QA models
to under-represented questions).

In this study, we focus on question—context lex-
ical overlap, inspired by the findings presented in
Sugawara et al. (2018). Their work revealed that
questions having low lexical overlap with context
tend to require reasoning skills rather than super-
ficial word matching, and existing QA models are
not robust to these questions (Table 1). To see if
data augmentation with recent neural QG models
can improve the robustness to those questions, we
analyze the performance of BERT (Devlin et al.,
2019) trained on SQuAD vl1.1 (Rajpurkar et al.,
2016) augmented with them. Our analysis reveals
that data augmentation with neural QG models
frequently sacrifices the QA performance of the
BERT-base model on questions with low lexical
overlap, while improving that on questions with
high lexical overlap. We conjecture that this is be-
cause neural QG models frequently generate ques-
tions with high lexical overlap as indicated in Table
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Besides earning a reputation as a respected entertainment device, the iPod has also been accepted as a business device.
Government departments, major institutions and international organisations have turned to the iPod line as a delivery
mechanism for business communication and training, such as the Royal and Western Infirmaries in Glasgow, Scotland,

where 1Pods are used to train new staff.
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Where is Royal and Western Glasgow, 5/8=0.62 Glasgow, Scot- Where is the Royal and West- 6/9 = 0.67
Infirmaries located? Scotland land (V") ern Infirmaries located? (v')
Aside from recreational use, in  business 4/14 =[0.29| entertainment The iPod has been accepted as 7/11 = 0.64

what other arena have iPods
found use?

X) what kind of device? (X)

Table 1: Examples of ground-truth question—answer pairs and predictions of question answering (BERT-base (De-
vlin et al., 2019)) and generation (SemanticQG (Zhang and Bansal, 2019)) models. C": context, Q: question, A:

nc
answer, |Q|Q| L.

words in the questions are underlined.

1. This behavior can be interpreted as a conse-
quence of the recent QG models pursuing higher
average BLEU scores on SQuAD, which inher-
ently contains reference questions with high lexical
overlap, by copying many words from contexts
to generate questions. By doing so, QG models
can amplify the lexical overlap bias in the original
dataset.

To address the performance degradation, we use
a simple data augmentation approach using syn-
onym replacement to generate questions with low
question—context lexical overlap. We found that the
proposed approach not only debiases the dataset
but also improves the QA performance on ques-
tions with low lexical overlap with only 70k syn-
thetic examples, whereas conventional neural QG
approaches use more than one million synthetic
examples.

In summary, our contributions are as follows:

* We found that not only QA but also QG mod-
els are biased in terms of question—context
lexical overlap; that is, QG models fail to gen-
erate questions with low lexical overlap (§2).

We discovered that data augmentation using
recent neural QG models does not contribute
to debias QA datasets; rather, it frequently
degrades the QA performance on questions
with low lexical overlap, while improving that
on questions with high lexical overlap (§4).

We demonstrated that the proposed simple
data augmentation approach using synonym
replacement (§3) for augmenting questions
with low lexical overlap is effective to improve
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question—context lexical overlap, A’: predicted answer, Q’: generated question. Overlapping

QA performance on questions with low lexical
overlap with only 70k synthetic examples (§4),
while preserving or slightly hurting the overall
accuracy.

2 Revisiting the QA and QG
Performance in Terms of
Question—Context Lexical Overlap

In this paper, we denote question—context lexical
overlap as QCLO. We define QCLO as the ratio
of the overlapping words between question () and
context C to the total number of words in question.?
Precisely, QCLO is calculated as

QNC|
QI

The second example in Table 1 indicates a question
with lower QCLO is neither answered nor gener-
ated correctly by neural models. To investigate
this phenomenon, we first analyze the QA and QG
performance in terms of QCLO.

QCLO = 1)

Experimental setups For QA, we use the fine-
tuned BERT-base and -large models (Devlin et al.,
2019). For QG, we use SemanticQG (Zhang
and Bansal, 2019).3 For the dataset, we use the
SQuAD-Du dataset; the train, dev, and test split of
SQuAD vl1.1 (Rajpurkar et al., 2016) proposed by
Du et al. (2017), which we denote as SQuADPY

train’
SQuADYY, SQuADYY,, respectively. This split

“When computing lexical overlap, we do not exclude stop
words because even overlapping stop words are important cues
to determine the correct answer.

3We used the ELMo+QPP&QAP (Zhang and Bansal,
2019) model for QG.
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Figure 1: Exact match (EM) score of BERT models
and BLEU-4 score of SemanticQG (Zhang and Bansal,
2019) on the test set of SQuAD-Du for each range of
Question—Context Lexical Overlap (QCLO). See Eq. 1
for the definition of QCLO. Both the QA and QG mod-
els degrade the scores on questions with low QCLO.

is commonly used in the QG literature (Du and
Cardie, 2018; Zhang and Bansal, 2019) because
the original test set is not released. The numbers of
question, answer and context triples in SQuADggin,
SQuADYY , and SQuADRY,, are 76k, 11k, and 12k,

respectively.

Results We show the result in Figure 1. This
indicates that the performance of the BERT models
on the questions with lower QCLO is degraded
compared to the questions with higher QCLO. For
QG, the BLEU-4 score (Papineni et al., 2002) is
highly correlated with QCLO, which means that the
model fails to generate questions with low QCLO
accurately.

We also show the distributions in terms of QCLO
of questions generated by recent neural QG mod-
els (HarvestingQG (Du and Cardie, 2018), Seman-
ticQG (Zhang and Bansal, 2019), InfoHCVAE (Lee
et al., 2020), and VQAG (Shinoda et al., 2021)) in
Figure 2. This indicates that all the QG models are
biased towards generating questions with higher
QCLO than SQuADggin, which is used to train
those QG models.

Based on the result, we suspect that when neural
QG is used to augment a QA dataset, the degraded
QG performance on questions with low QCLO
could exacerbate the degraded QA performance.
Our experiments in §4 show that this is often true.
We hypothesize that this is caused by the strong ten-
dency of neural QG models to generate questions
with high QCLO as shown in Figure 2.
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Figure 2: The percentages of questions in the datasets,
SQuAD-Du (Du et al., 2017), HarvestingQG (Du and
Cardie, 2018), SemanticQG (Zhang and Bansal, 2019),
InfoHCVAE (Lee et al., 2020), VQAG (Shinoda et al.,
2021), and ours (§3), for each range of QCLO. While
neural question generation models are biased towards
generating questions with high QCLO, ours can gener-
ate questions with low QCLO.

3 Method

We assume that if we augment questions with low
QCLO unlike existing neural QG approaches, the
robustness of QA models to questions with low
QCLO can be improved. In this section, we de-
scribe the proposed method for generating ques-
tions with low QCLO. We extend the idea of syn-
onym replacement used in (Wei and Zou, 2019) to
reduce the lexical overlap. The proposed method
is as follows:

1. List all the overlapping words between ques-
tion and context.

Replace every word in the listed words other
than predefined stop words with one of its
synonyms chosen randomly from WordNet
(Miller, 1995), and obtain a synthetic ques-
tion.

If the lexical overlap decreases after synonym
replacement, add the synthetic question to our
dataset; if not, discard the question.

After repeating this procedure once for every
ground-truth question in the training set, we obtain
70k synthetic questions with significantly lower
lexical overlap, as indicated in Figure 2 (ours). For
example, What is heresy mainly at odds with? is
converted into What is heterodoxy mainly at odds
with?, and How many documents remain classi-
fied? is converted into How many text file remain
classified?. Because heterodoxy, text, and file do
not appear in the contexts, the lexical overlap is
reduced in each example.



It is worth mentioning a couple of limitations
of our method. First, synonym replacement may
slightly change the meaning of questions depend-
ing on the context. Second, our approach relies on
the assumption that annotated questions are avail-
able, which makes it impossible to apply to unla-
beled passages.

4 Experiments

To determine the effect of data augmentation on
improving the QA model robustness to questions
with low QCLO, we conducted experiments with
several QG approaches.

Dataset We used the SQuAD-Du dataset as in
§2. Considering the QCLO statistics of SQuAD
displayed in Figure 2, we split SQuADdDe‘il and
SQuADYY, into Easy and Hard subsets that con-
tain questions with QCLO greater than 0.3, and the
others, respectively. Our Easy and Hard subsets
offered concise, yet sufficient, evaluation in terms
of QCLO.

Baselines We adopted the following four base-
lines that use neural QG models for data augmenta-
tion.

* HarvestingQG (Du and Cardie, 2018) gener-
ates question—answer pairs from 10,000 top-
ranking Wikipedia articles with neural answer
extraction and question generation.* The size
is 1.2 million.

SemanticQG (Zhang and Bansal, 2019) is a
QG model that uses reinforcement learning to
generate semantically valid questions. Follow-
ing this work, we generated questions using
the publicly available model® from the same
context—answer pairs as HarvestingQG. The
size is 1.2 million.

InfoHCVAE (Lee et al., 2020) is a question—
answer pair generation model based on con-
ditional variational autoencoder with mutual
information maximization. We trained this
model on SQUADPY  and then generated 50

train®
questions and answers from each context in

SQuADPY . The size is 824k.

train®

*https://github.com/xinyadu/
harvestingQA

Shttps://github.com/ZhangShiyue/
QGforQA
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* VQAG (Shinoda et al., 2021) is a question—
answer pair generation model based on con-
ditional variational autoencoder with explicit
KL control. We used the publicly available
dataset.® The size is 432k.

The distributions of the lexical overlap of these
datasets are presented in Figure 2. We indicate that
these methods are more biased towards high lexical
overlap than SQuADggin, which was used as the
training set for these QG models.

Experimental Setups As in our previous exper-
iment (§2), we used BERT-base and -large mod-
els, whose total number of parameters are 110M
and 340M, respectively. Dhingra et al. (2018) pro-
posed to pretrain a QA model using synthetic data
composed of cloze-style questions and then fine-
tune it on the ground-truth data. We adopted the
pretrain-and-fine-tune approach for the neural QG
approaches, which generated over 1.2 million ques-
tions. However, as discussed by Zhang and Bansal
(2019), we observed that when the size of the syn-
thetic data was small or similar to the ground-truth
data, a performance gain could not be obtained by
the pretrain-and-fine-tune approach. Thus, for the
proposed approach, which generated 70k questions,
we fine-tuned QA models on the ground-truth data
randomly mixed with the generated data. We used
the Hugging Face’s implementation of BERT (Wolf
et al., 2019). We use the Adam (Kingma and Ba,
2014) optimizer with epsilon set to 1e-8. The batch
size was 32 for all the settings. In both the pre-
training and fine-tuning procedure, the learning
rate decreased linearly from 3e-5 to zero. We train
the QA models for one epoch for pretraining with
synthetic data and two epochs for fine-tuning with
SQuADPu

train*

Results The results of the data augmentation are
displayed in Table 2. In all the settings, the pro-
posed approach achieved the best EM score on the
Hard subset. Notably, the proposed method signif-
icantly improved the performance by 2.72 (EM)
/ 1.50 (F1) points using BERT-base on the Hard
subset in the test set, while maintaining the over-
all scores compared to the no data augmentation
baseline. This improvement indicates that the pro-
posed approach for debiasing the dataset in terms
of QCLO is helpful for addressing the performance

®https://github.com/KazutoshiShinoda/
VQOAG
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\ SQuADRY (EM/F1) \

SQuADRY, (EM/F1)

Model Train Source ‘ Hard Easy ALL ‘ Hard Easy ALL
SQuADDY, 72.31/81.11 80.74/88.39  80.35/88.05 | 70.88/81.99 73.22/84.75 73.06/84.57
+ HarvestingQG | 70.25/78.27 80.06/87.62 79.60/87.19 | 69.28/79.92 73.15/84.20 72.90/83.93
b + SemanticQG | 70.45/80.25 81.70/89.08 81.17/88.67 | 71.68/82.49 74.39/85.59 74.21/85.39
ase + InfoHCVAE | 72.05/80.66 81.79/89.35 81.34/88.95 | 73.47/83.91 73.50/85.08 73.48/84.99
+ VQAG 73.29/82.04 81.88/88.93 81.48/88.62 | 71.60/83.07 73.79/85.23 73.63/85.08
+ Ours ‘ 73.50/82.81 80.34/87.81 80.02/87.58 ‘ 73.60/83.49 73.08/84.41 73.11/84.34
SQuADDY, 78.72/87.71 87.06/93.23 86.67/92.98 | 77.93/87.84 79.33/89.88 79.24/89.74
+ HarvestingQG | 79.13/86.92 85.55/92.12 85.26/91.88 | 76.99/86.61 77.58/88.28 77.54/88.17
laree T SemanticQG | 79.96/87.73 85.90/92.57 85.62/92.35 | 76.99/87.29 77.82/88.68 77.77/88.59
g + InfoHCVAE | 77.85/86.44 85.25/92.15 84.91/91.89 | 76.00/87.55 78.02/88.90 77.87/88.80
+ VQAG 79.50/87.55 86.68/93.01 86.35/92.76 | 77.33/87.70 78.98/89.36  78.86/89.25
+ Ours ‘ 81.37/88.33 86.49/92.78  86.25/92.57 ‘ 78.40/88.52 77.94/89.00 77.96/88.97

Table 2: QA performance with data augmentation. EM/F1 scores on the Hard (where QCLO < 0.3) and Easy

(where QCLO > 0.3) subsets, and the whole set of SQuADD

degradation. However, the proposed approach de-
graded the scores on the Easy subsets when using
BERT-large. Addressing the trade-off between the
scores in the Hard and Easy subsets using BERT-
large is future work.

When using BERT-base, the neural QG base-
lines except for HarvestingQG improved the scores
on the Easy subset; however, the baselines except
for InfoHCVAE often degraded the scores on the
Hard subset. This could be due to the tendency to
generate questions with high QCLO (Figure 2).

When using BERT-large, the QG approaches
often fail to improve the scores in both the Hard
and Easy subsets. Generating useful examples for a
larger model is more challenging than for a smaller
one according to these results. Utilizing pretrained
language models for QG may be useful given the
fact that only RNNs are used in all the baseline QG
methods in our experiments.

HarvesingQG was not effective in almost all the
settings. Comparing its scores with those of Se-
manticQG, which used the same context—answer
pairs as HarvestingQG, some feature of generated
questions other than lexical overlap appeared to be
critical in improving the QA scores on the Easy
subset, because the distributions of QCLO of two
synthetic datasets were similar to each other (see
Figure 2).

For further boosting the overall average score,
we can make an ensemble prediction using the best
performing models in the Easy and Hard subsets,
although improving the overall scores is not the
main focus in this paper. The performance gains

and SQuAD?DY, are reported.

dev

were positive but not very significant in our case.
We leave utilizing the ensemble prediction to ad-
dress the performance trade-off to future work.

5 Qualitative Analysis

To demonstrate the effect of the baseline QG mod-
els and proposed method qualitatively, we present
examples in both the Hard (QCLO < 0.3) and Easy
(QCLO > 0.3) subsets in Table 3. The first two
examples show that only the QA model trained
with the proposed method could correctly answer
the questions. Answering the questions in these
examples required a knowledge of synonyms, such
as “recreational” vs. “entertainment,” “besides”
vs. “aside from,” “employees” vs. “workers,” and
“kill oneself” vs. “commit suicide.” These exam-
ples imply that the proposed data augmentation
method based on synonym replacement enabled
the QA model to acquire knowledge regarding syn-
onyms. This kind of reasoning beyond superficial
word matching is indispensable for QA systems to
achieve human-level language understanding.

The third example in Table 3 displays an exam-
ple where data augmentation using the neural QG
models made the original prediction incorrect. This
example implies that current QG models may harm
the robustness of QA models to questions with low
QCLO. As Geirhos et al. (2020) discussed, if QG
models just amplify the dataset bias, QA models
could learn dataset-specific solutions (i.e., short-
cuts) and fail to generalize to challenge test sets.

In contrast, the fourth and fifth examples in Ta-
ble 3 display examples in the Easy subset where
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Besides earning a reputation as a respected entertainment (original, Inforicvag) device, the iPod has also
been accepted as a business (ours) device. Government departments, major institutions and international
organisations have turned to the iPod line as a delivery mechanism for business communication and
training, such as the Royal and Western Infirmaries (Harvesting0G, SemaniicoG, voac) in Glasgow, Scotland,
where iPods are used to train new staff.

— Aside from recreational use, in what other arena have iPods found use? (QCLO: 10.29)

In 2010 (ows), a number of workers committed suicide at a Foxconn operations in China. Apple, HP,
and others stated that they were investigating the situation. Foxconn guards have been videotaped
beating employees. Another employee killed himself in 2009 (original, HarvestingQG, SemanticQG, voAG) when
an Apple prototype went missing, and claimed in messages to friends, that he had been beaten and
interrogated.

— In what year did Chinese Foxconn emplyees™ kill themselves? (*: annotator’s typo) (QCLO: [0.2))

The BBC began its own regular television programming from the basement of Broadcasting House,
London, on 22 August 1932 (Harvesting0G, SemanticoG). The studio moved to larger quarters in 16 Portland
Place, London, in February 1934 (originai, 0urs), and continued broadcasting the 30-line images, carried
by telephone line to the medium wave transmitter at Brookmans Park, until 11 September 1935,
by which time advances in all-electronic television systems made the electromechanical broadcasts
obsolete.

— When did the BBC first change studios? (QCLO: 10.25)

Peyton Manning (voac) became the first quarterback ever to lead two different teams to multiple Super
Bowls. He is also the oldest quarterback ever to play in a Super Bowl at age 39 (original, ours). The past
record was held by John Elway (Harvesiing0G, Semantic0G, mforicvaE), who led the Broncos to victory in Super
Bowl XXXIII at age 38 and is currently Denver’s Executive Vice President of Football Operations and
General Manager.

— Prior to Manning, who was the oldest quarterback to play in a Super Bowl? (QCLO: 0.88)

Despite being relatively unaffected by the embargo (original, Harvesting0G, voAG, ours), the UK nonetheless
faced an oil crisis of its own - a series of strikes by coal miners and railroad workers (semanicoc,
mforicvag) over the winter of 1973-74 became a major factor in the change of government. Heath asked
the British to heat only one room in their houses over the winter. The UK, Germany, Italy, Switzerland
and Norway banned flying, driving and boating on Sundays. Sweden rationed gasoline and heating oil.
The Netherlands imposed prison sentences for those who used more than their ration of electricity.

— What caused UK to have an oil crisis in its own country? (QCLO: 0.62)

Table 3: Illustrative predictions on SQUADYY and SQuAD(Y, by a BERT-base model trained on SQuADDY,
(Original), +HarvestingQG, +SemanticQG, +InfoHCVAE, +VQAG, and +Ours. The ground truth answers are
in bold. The incorrectly predicted answers are written in red. The QA models that predict them are written in
italics. The overlapping words in the questions are underlined. Question—context lexical overlap (QCLO) is given

in parentheses.
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data augmentation with neural QG models is ben-
eficial, while the original and proposed models
fail to answer them correctly. These examples re-
quire multiple-sentence reasoning, i.e., one has to
read and understand multiple sentences to answer
these questions. This observation implies that some
under-represented features (e.g., multiple-sentence
reasoning (Rajpurkar et al., 2016)) exist even in the
Easy subset, and the existing neural QG models
might amplify such features (possibly by copying
many words from multiple sentences to formulate
questions) and make it easy to capture them. Inves-
tigating what kind of features are learned by using
data augmentation with neural QG models in more
detail is future work.

6 Related Work

The Robustness of QA models Pretrained lan-
guage models such as BERT (Devlin et al., 2019)
have surpassed the human score on the SQuAD
leaderboard.” However, such powerful QA mod-
els have been shown to exhibit the lack of robust-
ness. A QA model that is trained on SQuAD is
not robust to paraphrased questions (Gan and Ng,
2019), implications derived from SQuAD (Ribeiro
et al., 2019), questions with low lexical overlap
(Sugawara et al., 2018), and other QA datasets (Yo-
gatama et al., 2019; Talmor and Berant, 2019; Sen
and Saffari, 2020). Ko et al. (2020) showed that ex-
tractive QA model can suffer from positional bias
and fail to generalize to different answer positions.

The lack of robustness demonstrated in these
studies can be explained by shortcut learning of
deep neural networks (Geirhos et al., 2020). A
high score on an in-distribution test set can be
achieved by just exploiting unintended dataset bi-
ases (Levesque, 2014). Therefore, evaluating QA
models only on an in-distribution test set is not
enough to evaluate the robustness of the QA mod-
els.

Question Generation for Question Answering
QG has been studied extensively in order to aug-
ment QA datasets and boost the QA performance,
which has been evaluated primarily on SQuAD (Du
et al., 2017; Zhou et al., 2018; Yang et al., 2017;
Zhang and Bansal, 2019). Question answer pair
generation, which consists of answer candidate ex-
traction and QG, has been also received attention
because question-worthy answers for the input of

"nttps://rajpurkar.github.io/
SQuAD-explorer/
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QG are not freely available (Du and Cardie, 2018;
Lee et al., 2020; Shinoda et al., 2021). The de facto
standard of QG models is to utilize a copy mecha-
nism (Gu et al., 2016; Gulcehre et al., 2016). The
tendency of QG models to copy words from textual
contexts as indicated in Figure 2 is partially due to
this copy mechanism. While the existing QG works
have increased the BLEU scores on SQuAD?® and
successfully generated fluent questions in terms of
human scores, the bias regarding lexical overlap in
QG has not received sufficient attention.

Data Augmentation and Dataset Bias Data
augmentation has been widely used in other do-
mains to reduce dataset biases such as the back-
ground bias in person re-identification (McLaugh-
lin et al., 2015), the gender bias in coreference
resolution (Zhao et al., 2018), and the lexical bias
in natural language inference (Zhou and Bansal,
2020). These works repeated training examples or
added synthetic data to increase under-represented
samples and reduce the imbalance in a training set.
Our proposed approach has the same motivation as
these works.

On the other hand, data augmentation can unin-
tentionally introduce or amplify dataset bias. Back-
translation (Sennrich et al., 2016), which is the
common data augmentation approach for machine
translation, can introduce the translationese bias.
That is, machine translation systems trained with
back-translation, compared to ones without back-
translation, can enhance the BLEU scores when the
input is translationese (i.e., human-translated texts)
but harm the BLEU scores when the input is nat-
urally occurring texts (Edunov et al., 2020; Marie
et al., 2020). This phenomenon is analogous to the
observation in our work, where we demonstrated
that SQUAD QG models are biased towards gener-
ating questions with high QCLO, and this tendency
can harm the QA performance on questions with
low QCLO while improving that on questions with
high QCLO.

7 Conclusion

We demonstrated that not only QA models but also
QG models are biased in terms of the question—
context lexical overlap. To determine the influence
of the bias, we analyzed the QA performance with
data augmentation using the recent QG models. We
demonstrated that they frequently degraded the QA

Shttp://agleaderboard.tomhosking.co.
uk/squad
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performance on questions with low lexical overlap,
while improving that on questions with high lexical
overlap when using BERT-base. To address this
problem, we designed a simple approach using
synonym replacement to debias a QA dataset. We
demonstrated that the proposed approach improved
the QA performance on questions with low lexical
overlap while maintaining or slightly degrading the
overall scores with only 70k synthetic examples.

Our results suggest that future research in QG
for data augmentation should exercise caution to
prevent the amplification of dataset bias in terms
of lexical overlap. In addition, what features are
learned by data augmentation with neural QG mod-
els is worth to be explored in more detail to clarify
what is improved and what is not improved by QG.
It is also worth investigating whether our findings
still hold in other QA datasets where annotated
questions have lower lexical overlap than those in
SQuAD.
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