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Abstract

Interpolation-based regularisation methods
have proven to be effective for various tasks
and modalities. Mixup is a data augmentation
method that generates virtual training samples
from convex combinations of individual inputs
and labels. We extend Mixup and propose
DMIx, distance-constrained interpolative
Mixup for sentence classification leveraging
the hyperbolic space. DMIX achieves state-of-
the-art results on sentence classification over
existing data augmentation methods across
datasets in four languages.

1 Introduction

Deep learning models are effective across a widg
range of applications. However, these models a

data is available. Interpolation-based
such as Mixup (Zhang et al., 2018

spatial distribution®o
samples randojg

based on the si ity of the samples to be mixed
can lead to improv@¥generalization. Further, natu-
ral language text possesses hierarchical structures
and complex geometries, which the standard Eu-
clidean space cannot capture effectively. In such a
scenario, hyperbolic geometry presents a solution
in defining similarity between latent representa-
tions via hyperbolic distance.

We propose DMIX, a distance-constrained in-
terpolative data augmentation method. Instead of
choosing random inputs from the complete training
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distribution as in the case of vanilla Mixup, DMIX
samples instances based on the (dis)similarity be-
tween latent representations of samples in the hy-
perbolic space. We probe DMI1X through experi-
ments on sentence classificai# across four
languages, obtaining statg
existing data augmentas

erforms performs linear interpolation
he,latent representations of models.

ayers, fg,(-) denotes the n-th layer of the model
and h,, is the hidden space vector at layer n for n €
[1, N] and hg denotes the input vector. To perform
interpolative Mixup at a layer k ~ [1, N]|, we first
calculate the latent representations separately for
the inputs for layers before the k-th layer. For
input samples z;, z;, we let hY, hl, denote their
respective hidden state representations at layer n,

h:z :fe,n(h‘iz—l)y
h%::f&n(h171%

n € [1, k]

1
n € [1, k| M

We then perform Mixup over individual hidden
state representations h}, h). from layer k as,

hi=r-hj, + (1 —7)-hi )
The mixed hidden representation hy, is used as the
input for the continuing forward pass,

hn:fgm(hnfl); n e [k+1,N] 3)

DMix To perform distance-constrained inter-
polative Mixup, for a sample x;, we calculate
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its similarity with every other sample x € X be-
tween their sentence embedding. As natural lan-
guage exhibits hierarchical structure, embeddings
are more expressive when represented in the hyper-
bolic space (Dhingra et al., 2018). We use hyper-
bolic distance Dy, = 2tan'(||(—z;) @ z|)) as a
similarity measure. We sort the distances in de-
creasing order for z;, and randomly select one
sample x; from top-7 samples, where 7 is a hy-
perparameter, which we call threshold. Formally,

xj ~top-7([Dp (i, x)Vz € X]) 4)

3 Experiments and Results

We evaluate DMIX on sentence classification tasks:
Arabic Hate Speech Detection AHS is a binary
classification task over 3950 Arabic tweets contain-
ing hate speech.

English SMS Spam Collection ESSC is a dataset
with 5574 raw text messages classified as spam or
not spam.

Turkish News Classification TTC-3600 contains
3600 Turkish news text across six news categories.
Gujarati Headline Classification GHC has 1632
Gujarati news headlines over three news categories.
Training Setup: Mixup is performed over a ra
dom layer sampled from all the layers of the modd
The model was trained with a learning rate of 2e-5

Model

mBERT 64.88
+Input Mixup . 65.64
+Sentence Mixup 30.88  65.60
+Mixup 0 30.71 6641

mBERT vlixup (Ours)

- Euclidean 86.87 30.89 65.88
- Cosine 98.23* 31.60* 67.39"
- DMix (Hyperbolic 99.30* 32.00* 69.67*

Table 1: Performance comparison in terms of F1 score
of DMix with vanilla Mixup and distance-constrained
Mixup methods using different similarity techniques
(average of 10 runs). Improvements are shown with

(1) and poorer performance with red (). *
shows significant (p < 0.01) improvement over Mixup.

We observe that distance-constrained Mixup out-
performs vanilla Mixup (p < 0.01) across numer-
ous tasks and distance based (dis)similarity for-
mulation, validating that similarity-based sample

see https://aclanthology.org/2021.mr1-1.21.

selection improves model performance, likely ow-
ing to enhanced diversity or minimizing sparsifi-
cation across tasks. Within distance-constrained
Mixup, we observe that DMIX, the hyperbolic dis-
tance variant outperforms Euclidean distance and
cosine similarity measures. This suggests that the
hyperbolic space is more capable of capturing the
complex hierarchical information present in sen-
tence representations, leading to more pronounced
comparisons and sample selection.

3.2 Threshold Variation Analysis

We perform an ablation study by varying the thresh-
old 7 for DMix and present it in Figure 1'. An
increasing 7 denotes a larger diggg@mition space for
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Figure 1: Change in performance in terms of F1 with
varying threshold for DMIX. A threshold of 100% de-
composes DMIX into vanilla Mixup.

4 Conclusion

We propose DMIX, an interpolative regularization
based data augmentation technique sampling in-
puts based on their latent hyperbolic similarity.
DMIX achieves state-of-the-art results over exist-
ing data augmentation approaches on datasets in
four languages.We further analyze DM1X through
ablations over different similarity threshold values
across the languages. DMIX being data-, modality-
, and model- agnostic, holds potential to be applied
on text, speech, and vision tasks.

"We obtain similar results for TTC and GHC.
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