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Abstract

Hope plays a crucial role in the well-being, re-
cuperation and restoration of human life. Hope
speech reflects the belief that one can discover
pathways to their desired objectives and be-
come motivated to utilise those pathways. We
created a hope speech detection dataset to en-
courage research in Natural Language Process-
ing (NLP) towards reinforcement of positiv-
ity rather than minimising negativity (through
control of hate speech etc.). In this paper,
we report the findings of the shared task of
hope speech detection for Tamil, English, and
Malayalam languages conducted as a part of
the EACL 2021 workshop on Language Tech-
nology for Equality, Diversity, and Inclusion
(LT-EDI-2021). We also present an overview
of the methods and results of the competing
systems. The datasets for this challenge are
openly available'. To the best of our knowl-
edge, this is the first shared task to conduct
hope speech detection.

1 Introduction

In the recent years, there has been an exponential
rise in the number of studies focusing on the de-
tection and management of hate speech and offen-
sive language in social media (Kumar et al., 2018;
Mandl et al., 2020; Zampieri et al., 2020). However,
this has led to controlling user expression instead
of improving user experience. (Ghanghor et al.,
2021a; Hegde et al., 2021; Yasaswini et al., 2021).
This has also resulted in putting barriers on modes
of expression of different groups of people result-
ing in the violation of the principles of Equality,
Diversity, and Inclusion (EDI). For instance, some
NLP systems have classified the comments made
in African American English as offensive language
without accommodating the linguistic features pe-
culiar to the dialect. Hence there is a need for a

'nttps://competitions.codalab.org/
competitions/27653
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shift in the approaches taken to handle hate speech
without compromising on the principles of EDI.
We propose to shift the prevailing research direc-
tion in Natural Language Processing from control-
ling negativity (curbing hate speech etc.) to encour-
aging positivity (promoting hope speech). Hope
speech is any expression that is positive, encour-
aging, supportive, and / or inspires promise of the
future (Chakravarthi, 2020a). For the shared task
organised in this connection, participants were pro-
vided with development, training and test dataset
in English as well as in two under-resourced lan-
guages - Tamil and Malayalam. Tamil (ISO 639-
3: tam) belongs to the Dravidian language fam-
ily and is widely spoken in the southern state of
Tamil Nadu in India, Sri Lanka, Malaysia and
Singapore (Krishnamurti, 2003; Kolipakam et al.,
2018; Chakravarthi, 2020b; Thavareesan and Ma-
hesan, 2019, 2020a,b). Malayalam (ISO 639-3:
mal) also belongs to the Dravidian language family
and is spoken in the Indian state of Kerala and the
Union Territories of Lakshdweep and Puducherry
(Chakravarthi et al., 2020). Both Tamil and Malay-
alam have their own scripts which are alphasyl-
labaries like other Indic scripts i.e. they are par-
tially alphabetic and partially syllabic. The Tamil
language was written using Tamili, Vattezhuthu,
Chola, Pallava and Chola-Pallava scripts at differ-
ent points in history. The modern Tamil script
descended from the Chola-Pallava script that was
conceived around the 6th century CE (Srinivasan,
2019). Malayalam was first written with Vat-
tezhuthu script that evolved from Tamili script
around 4-5th century CE (Mahadevan, 2003). Mod-
ern Malayalam is written using the Vattezhuttu al-
phabets extended with symbols from the Grantha
script to accomodate non-native Sanskrit sounds
(Krishnamurti, 2003). Although they have their
own scripts, the social media comments in these
languages are often written in Latin script as it is
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easy to input.

Our dataset for the hope speech for EDI shared
task was created from user-generated content in
Tamil, Malayalam, and English (Chakravarthi and
Muralidaran, 2021). The user-generated comments
in our dataset for Tamil and Malayalam were code-
mixed (Chakravarthi, 2020a). We proposed a com-
ment/post level classification task. The goal for the
participants was to classify a given Youtube com-
ment into either ‘Hope_speech’, ‘Non_hope_speech’
or ‘Not_Tamil / Not_Malayalam / Not_English’.
Our Codalab website will remain open to allow
researchers to access the data and build upon this
work.

2 Task Description

We define the hope speech for our problem as
“YouTube comments/posts that offer support, re-
assurance, suggestions, inspiration and insight”. A
comment/post within the corpus may contain more
than one sentence, but the average sentence length
of the corpus is one. The annotations in the corpus
are made at a comment/post level. The participants
were provided with development, training and test
dataset in English, Tamil, and Malayalam. A few
examples from the dataset are given below along
with their translations and hope speech class anno-
tations.

e kashtam thaan. irundhaalum muyarchi
seivom - It is indeed difficult. Let us try it
out though. Hope speech.

e uff. China mon vannallo- Phew! Here
comes the Chinese guy Non-hope speech

e paambu kari saappittu namma uyirai
vaanguranunga- These guys (Chinese) eat
snake meat and make our lives miserable Non-

hope speech
¢ Enthinennariyilla karan-
jupoy.sooryamma.you.are grate- [ do

not know what is the reason but I cried. Dear
Soorya, you are great. Hope speech

* Plz talk slowly- Please talk slowly Not Tamil

* Gd msg.. thanks dr.- I is a good message.
Thanks Doctor. Not Malayalam

2.1 Datasets

We have used the HopeEDI datasets from
Chakravarthi (2020a) for this shared task. Our
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dataset contained user-generated comments from
the social media platform YouTube with 28,451,
20,198 and 10,705 comments in English, Tamil and
Malayalam, respectively, manually labelled as hope
speech or not. The inter-annotator agreement of
the dataset labels was verified using Krippendorff’s
alpha. We will now briefly describe the annotation
process and the statistics of the collected dataset.
For detailed explanation of the datasets, please re-
fer to the works of Chakravarthi (2020a). The data
was collected on a wide range of socially relevant
topics related to EDI, including LGBTIQ issues,
COVID-19, women in STEM, Black Lives Mat-
ter, Dravidian languages, and the Indo-China war.
The data for English was collected from English-
speaking regions across the world. For Tamil and
Malayalam, we collected the data from the states
of Tamil Nadu and Kerala in India. Full consid-
eration was given to minimize the risk associated
with breach of privacy by removing the informa-
tion related to individual identity from a comment
before it was sent for annotation. The annotators
were educated about EDI and a minimum of three
annotators labelled each comment. Our diverse
annotator base was from Australia, the Republic
of Ireland, the United Kingdom, the United States
of America, Tamil Nadu, Kerala (in India) and Sri
Lanka. The inter-annotator agreement in terms of
Krippendorff’s alpha () was 0.63, 0.76, anad 0.85
for English, Tamil and Malayalam.

In total, HopeEDI dataset contains 59,354 com-
ments with 28,451 comments in English, 20,198
comments in Tamil, and 10,705 comments in
Malayalam. Table 1 and Table 2 show the dis-
tribution of HopeEDI dataset by language and an-
notation label respectively. To calculate corpus
statistics nltk tool (Bird et al., 2009) was used to
tokenise the sentences in the comments. The vo-
cabulary size of the Tamil and Malayalam dataset
was high due to different types of code-mixing in
the user-generated content.

Most of the comments fell under the ‘Not_hope’
category because of how we defined hope speech
and hence the distribution of classes in the dataset
was skewed. It is typical for user-generated content
from online social media platforms to be skewed
and the systems should be able to handle imbal-
anced data common in real-life setting. ‘not_Tamil’
and ‘not_Malayalam’ labels are found in consider-
ably large amount due to high code-mixing. The
fully annotated dataset was split into training, de-



Language English | Tamil | Malayalam
Number of Words 522,717 | 191,242 122,917
Vocabulary Size 29,383 | 46,237 40,893
Number of Comments/Posts 28,451 | 20,198 10,705
Number of Sentences 46,974 | 22935 13,643
Average number of words per sentences 18 9 11
Average number of sentences per post 1 1 1

Table 1: Corpus statistics

Class English | Tamil | Malayalam
Hope 2,484 7,899 2,052
Not Hope | 25,940 | 9,816 7,765
Other lang 271 2,483 888
Total 28,451 | 20,198 10,705

Table 2: Classwise Data Distribution

English | Tamil | Malayalam
Training 22,762 | 16,160 8564
Development | 2,843 | 2,018 1070
Test 2,846 | 2,020 1071
Total 28,451 | 20,198 10,705

Table 3: Train-Development-Test Data Distribution

velopment and test sets. The training, development
and test sets respectively contain 80%, 10% and
10% of the data as shown in Table 3.

2.2 Training Phase

In this first phase, training, validation and devel-
opment data were released for the participants to
train and develop hope speech detection for one or
more of the three languages. The participants could
choose to perform cross-validation on the training
data or use the validation dataset for preliminary
evaluations and use the development set for hyper-
parameter sharing. The goal of this phase was to
ensure that the systems developed by the partici-
pants be ready for evaluation before the release of
the test data. In total, 137 participants registered for
all the three languages and downloaded the data.

2.3 Testing Phase

In this phase, the test dataset was released in Co-
dalab without the gold labels. Participants were
instructed to submit their predictions using Google
Forms. They were allowed to submit their results
as many times as they wanted to and their best

63

submission was chosen for evaluation and prepa-
ration of rank list. The predictions were evaluated
against the gold standard labels. The performance
of the classification system was measured in terms
of weighted averaged Precision, Recall and F-Score
across all the classes. Weighted averaged scores
calculate the support-weighted mean per label. The
metric used for the preparing the rank list was the
weighted F1 score. Participants were encouraged
to check their system with Sklearn classification
report 2. For Tamil, Malayalam and English lan-
guages, the number of participants were 30, 31 and
31 respectively for the final test.

3 Systems

We first describe the baseline systems from the
HopeEDI paper. Next, we briefly describe the gen-
eral approach taken by each participating team. We
encourage the readers to refer to the individual pa-
pers of each team for more details.

3.1 Baseline Classifiers

We used the prior published work as the baseline
for hope speech detection from social media. More
details about the baseline system description and
results can be seen in Chakravarthi (2020a). In
this prior work, we described in detail our dataset
and presented our baseline results by employing
a wide range of standard classifiers on the unbal-
anced settings of the dataset. The experiment was
applied on the token frequency-inverse document
frequency (Tf-Idf) of tokens. We used sklearn 3
library to create baseline classifiers. We used a grid
search for the k-nearest neighbours (KNN), support
vector machine (SVM), decision tree and logistic
regression. For the multinomial Naive Bayes, we
set alpha = 0.7. More details about the parameters

https://scikit-learn.org/stable/
modules/generated/sklearn.metrics.
classification_report.html

*https://scikit-learn.org/stable/
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of the classifier will be published in the code.

3.2 System Descriptions

In this section we summarise the systems imple-
mented by the participants for the shared task. For
more details, please refer to the shared task papers
submitted by the authors.

* Chinnappa (2021) participated in identifying
hope speech classes in English, Tamil, and
Malayalam datasets. They presented a two-
phase mechanism to detect hope speech. In
the first phase, they built a classifier to iden-
tify the language of the text. In the second
phase, they created a classifier to identify the
class labels. The author used language Mod-
els SBERT, FNN and BERT inference. They
achieved 3rd, 4th, and 2nd ranks in Tamil,
Malayalam and English respectively.

* MK and A P (2021) used context-aware string
embeddings for word representations and Re-
current Neural Network (RNN) and pooled
document embeddings for text representation.
Their proposed methodology achieved higher
performance than baseline results. The high-
est weighted average F-scores of 0.93, 0.56,
and 0.84 for English, Tamil, and Malayalam
were reported on the final evaluation test set.
The proposed models outperformed baselines
by 3%, 2% and 11% in absolute terms for
English, Tamil, and Malayalam.

* Dowlagar and Mamidi (2021) performed
experiments by taking advantage of pre-
processing and transfer-learning models.
They have shown that the pre-trained
multilingual-BERT model with convolution
neural networks gave the best results. Their
model ranked 1st, 3rd , and 4th on English,
Malayalam-English, and Tamil-English code-
mixed datasets respectively.

e S et al. (2021a) trained the data using trans-
former models, specifically mBERT for Tamil
and Malayalam and BERT for English, and
achieved weighted average F1-scores of 0.38,
0.81, 0.92 for Tamil, Malayalam, and English
respectively. They achieved the rank of 14, 4,
2 for Tamil, Malayalam, English respectively.

* Puranik et al. (2021) experimented with
several transformer-based models includ-
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ing BERT, ALBERT, DistilBERT, XLM-
RoBERTa, MuRIL to classify dataset in En-
glish, Malayalam and Tamil languages. ULM-
FiT achieved a weighted average F1-score
of 0.91 on English data, mBERT achieved
0.57 on Malayalam data, and distiimBERT
achieved 0.37 on Tamil data. They secured
15th, 12th, and 3rd ranks for predictions on
Tamil, Malayalam, and English datasets re-
spectively.

Saumya and Mishra (2021) used various ma-
chine learning and deep learning-based mod-
els (support vector machine, logistics regres-
sion, convolutional neural network, recurrent
neural network) to identify the hope speech in
the given youTube comments. The best per-
forming model on English data was 2-parallel
CNN-LSTM with GloVe and Word2Vec em-
beddings, and it reported a weighted aver-
age F1 score 0.91 and 0.90 for development
and test sets respectively. Similarly, the best
performing model of Tamil and Malayalam
was obtained from 3-parallel Bi-LSTM. For
Tamil, the reported F1 scores were 0.56 and
0.54 on development and test dataset respec-
tively. Similarly, for Malayalam, the reported
weighted F1 was 0.78 and 0.79 on develop-
ment and test datasets.

Dave et al. (2021) used TF-IDF character n-
grams and pretrained MuRIL embeddings for
text representation and Logistic Regression
and Linear SVM for classification. Their best
approach achieved 2nd, 8th and 5th rank with
a weighted F1 scores of 0.92, 0.75 and 0.57
in English, Malayalam-English and Tamil-
English on test dataset.

Zhou (2021) fine-tuned the Roberta pre-
training model based on three data sets En-
glish, Tamil, and Malayalam. The F1 scores
of their models in Tamil and Malayalam sub-
tasks reached 0.56 and 0.78, respectively, and
the F1 score in English sub-task reached 0.93,
achieving the first rank.

Zhao (2021) used attention mechanism to ad-
just the weights of all the output layers of
XLM-RoBERTa to make full use of the infor-
mation extracted from each layer, and used
the weighted sum of all the output layers to
complete the classification task. They used



Team-Name Precision | Recall | F1 Score | Rank
spartans (Sharma and Arora, 2021) 0.62 0.62 0.61 1
TeamUNCC (Mahajan et al., 2021) 0.61 0.61 0.61 1
NLP@CUET (Hossain et al., 2021) 0.61 0.61 0.6 2
res - si sun 0.61 0.6 0.6 2
team-hub (Huang and Bai, 2021) 0.61 0.61 0.59 3
MUCS (Balouchzahi et al., 2021) 0.59 0.59 0.59 3
ZY] (Zhao, 2021) 0.59 0.59 0.59 3
dhivya-hope-detection (Chinnappa, 2021) 0.59 0.59 0.59 3
GCDH (Ziehe et al., 2021) 0.62 0.6 0.58 4
e8ijs 0.59 0.59 0.58 4
EDIOne - suman (Dowlagar and Mamidi, 2021) | 0.58 0.58 0.58 4
IIITK (Ghanghor et al., 2021b) 0.58 0.58 0.58 4
HopelsAllYouNeed 0.59 0.59 0.57 5
IRNLP-DAIICT-LR (Dave et al., 2021) 0.59 0.59 0.57 5
KBCNMUIJAL 0.59 0.59 0.57 5
KU-NLP (M K and A P, 2021) 0.62 0.6 0.56 6
Zeus (Zhou, 2021) 0.59 0.59 0.56 6
CFILT-IITB-Submission 0.55 0.55 0.55 7
IIIT-DWD (Saumya and Mishra, 2021) 0.54 0.54 0.54 8
hopeful-nlp (Awatramani, 2021) 0.57 0.56 0.53 9
MUM 0.53 0.53 0.53 9
snehan-coursera 0.53 0.55 0.52 10
TeamX - Olawale Onabola 0.55 0.55 0.52 10
Hopeful-Men (Upadhyay et al., 2021) 0.52 0.55 0.49 11
SIMON (Que, 2021) 0.63 0.56 0.49 11
result 0.63 0.56 0.49 11
Amrita-CEN-NLP (S et al., 2021b) 0.48 0.49 0.47 12
mlGeng 0.42 0.42 0.42 13
ssn-diBERTsity (S et al., 2021a) 0.43 0.44 0.38 14
IIITT - Karthik Puranik (Puranik et al., 2021) 0.38 0.39 0.37 15

Table 4: Rank list based on F1-score along with other evaluation metrics (Precision and Recall) for Tamil language
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Team-Name Precision | Recall | F1 Score | Rank
NLP@CUET(Hossain et al., 2021) 0.86 0.85 0.85 1
MUCS (Balouchzahi et al., 2021) 0.85 0.85 0.85 1
GCDH (Ziehe et al., 2021) 0.84 0.85 0.85 1
7Y (Zhao, 2021) 0.84 0.84 0.84 2
team-hub (Huang and Bai, 2021) 0.84 0.85 0.84 2
res - si sun 0.84 0.85 0.84 2
KU-NLP (M K and A P, 2021) 0.84 0.85 0.84 2
CFILT-IITB-Submission 0.84 0.85 0.84 2
TeamUNCC (Mahajan et al., 2021) 0.83 0.83 0.83 3
IIITK (Ghanghor et al., 2021b) 0.83 0.84 0.83 3
HopelsAllYouNeed 0.83 0.83 0.83 3
EDIOne - suman t (Dowlagar and Mamidi, 2021) | 0.83 0.83 0.83 3
e8ijs 0.83 0.84 0.83 3
ssn-diBERTs ity (S et al., 2021a) 0.82 0.81 0.81 4
snehan-coursera 0.82 0.81 0.81 4
KBCNMUJAL 0.81 0.82 0.81 4
hopeful-nlp (Awatramani, 2021) 0.82 0.81 0.81 4
dhivya-hope-detection (Chinnappa, 2021) 0.81 0.82 0.81 4
IIIT-DWD (Saumya and Mishra, 2021) 0.79 0.79 0.79 5
Zeus (Zhou, 2021) 0.79 0.81 0.78 6
MUM 0.76 0.78 0.77 7
TeamX - Olawale Onabola 0.77 0.74 0.75 8
IRNLP-DAIICT-LR (Dave et al., 2021) 0.78 0.79 0.75 8
Hopeful-Men (Upadhyay et al., 2021) 0.76 0.79 0.75 8
Amrita-CEN-NLP (S et al., 2021b) 0.78 0.73 0.75 8
Amrita (S et al., 2021b) 0.76 0.72 0.73 9
spartans (Sharma and Arora, 2021) 0.62 0.62 0.61 10
mlIGeng 0.58 0.61 0.59 11
IIITT - Karthik Puranik (Puranik et al., 2021) 0.57 0.57 0.57 12
SIMON (Que, 2021) 0.63 0.56 0.49 13
result 0.63 0.56 0.49 13

Table 5: Rank list based on F1-score along with other evaluation metrics (Precision and Recall) for Malayalam
language
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Team-Name Precision | Recall | F1 Score | Rank
Zeus (Zhou, 2021) 0.93 0.94 0.93 1
TeamUNCC (Mahajan et al., 2021) 0.93 0.94 0.93 1
team-hub (Huang and Bai, 2021) 0.93 0.93 0.93 1
res - si sun 0.93 0.93 0.93 1
NLP@CUET(Hossain et al., 2021) 0.93 0.93 0.93 1
KU-NLP (M K and A P, 2021) 0.92 0.93 0.93 1
Hopeful-men (Upadhyay et al., 2021) 0.93 0.93 0.93 1
GCDH 0.93 0.93 0.93 1
EDIOne - suman t (Dowlagar and Mamidi, 2021) | 0.93 0.94 0.93 1
cs-english (Chen and Kong, 2021) 0.93 0.94 0.93 1
Autobots (Gundapu and Mamidi, 2021) 0.93 0.93 0.93 1
Hopeful-nlp (Awatramani, 2021) 0.93 0.94 0.93 1
ZYJ (Zhao, 2021) 0.92 0.93 0.92 2
ssn-diBERTs ity (S et al., 2021a) 0.91 0.93 0.92 2
MUCS (Balouchzahi et al., 2021) 0.92 0.93 0.92 2
IRNLP-DAIICT-LR (Dave et al., 2021) 0.92 0.93 0.92 2
IIITK (Ghanghor et al., 2021b) 0.92 0.92 0.92 2
HopelsAllYouNeed 0.92 0.93 0.92 2
dhivya-hope-detection (Chinnappa, 2021) 0.92 0.92 0.92 2
CFILT-IITB-Submission 0.92 0.93 0.92 2
snehan-coursera 0.92 0.91 0.91 3
IIITT - Karthik Puranik (Puranik et al., 2021) 0.92 091 0.91 3
MUM 0.89 0.91 0.9 4
IIT-DWD (Saumya and Mishra, 2021) 0.9 0.91 0.9 4
e8ijs 0.91 0.92 0.9 4
wrecking-crew 0.9 0.91 0.87 5
HopeFighters 0.83 0.91 0.87 5
Amrita-CEN-NLP (S et al., 2021b) 0.83 0.91 0.87 5
mlGeng 0.86 0.85 0.85 6
TeamX - Olawale Onabola 0.9 0.77 0.81 7
KBCNMUJAL 0.88 0.5 0.61 8

Table 6: Rank list based on F1-score along with other evaluation metrics (Precision and Recall) for English lan-
guage
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the Stratified-K-Fold method to address class
imbalance. They achieved a weighted average
F1-score of 0.59, 0.84, and 0.92 for Tamil,
Malayalam, and English languages, which
ranked 3rd, 2nd, and 2nd respectively.

Huang and Bai (2021) used the method and
model that combines the XLM-RoBERTa pre-
raining language model and the TF-IDF algo-
rithm. They got 1st, 2nd, and 3rd ranks on
the English, Malayalam, and Tamil dataset
respectively.

Chen and Kong (2021) used fine-tuned BERT
and K fold cross-validation to accomplish clas-
sification on English dataset. They achieved
a final F1 score of 0.93, and got 1st rank for
English language.

Ziehe et al. (2021) demonstrated that even
very simple baseline algorithms perform rea-
sonably well on this task if provided with
enough training data. However, their best per-
forming algorithm is a cross-lingual transfer
learning approach in which they fine-tuned
XLM-RoBERTa. The model achieved the 1st
rank for Malayalam and English and the 4th
rank for Tamil.

Mabhajan et al. (2021), in their paper, described
their approach of fine-tuning RoBERTa for
Hope Speech detection in English and fine-
tuning XLM-RoBERTa for Hope Speech de-
tection in Tamil and Malayalam languages.
They ranked 1st in English (F1 = 0.93), Ist in
Tamil (F1 = 0.61) and 3rd in Malayalam (F1
=0.83).

Gundapu and Mamidi (2021) describe a
Transformer-based BERT model for Hope
speech detection. Their model achieved a
weighted averaged F1-score of 0.93 on the
test set for English. They showed that BERT
model helped for better contextual represen-
tation of words in a comment, and the lan-
guage identification model- assisted in detect-
ing ‘Other language’ comments. They also
explored with other transformer models like
RoBERTa, XL Net, Albert, FLAIR, and ELMo
for a superior hope speech detection.

S et al. (2021b) proposed a BiLSTM with
attention based approach in solving hope
speech detection and using this approach they
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achieved an F1 score of 0.73 (9th rank) in
Malayalam-English dataset.

Upadhyay et al. (2021) experimented with two
approaches. In the first approach, they used
contextual embeddings to train classifiers us-
ing logistic regression, random forest, SVM,
and LSTM based models. The second ap-
proach involved using a majority voting en-
semble of 11 models which were obtained
by fine-tuning pre-trained transformer mod-
els (BERT, AL-BERT, RoBERTa, IndicBERT)
after adding an output layer. They found
that the second approach was superior for
English, Tamil and Malayalam. They got
a weighted F1 score of 0.93, 0.75 and 0.49
for English,Malayalam and Tamil respectively.
They ranked 1st in English, 8th in Malayalam
and 11th in Tamil.

Awatramani (2021) achieved an F-score of
0.93, ranking 1st on the leaderboard for En-
glish comments. The paper used pre-trained
transformers and Paraphrasing Generation for
Data Augmentation.

Hossain et al. (2021) employed various ma-
chine learning (SVM, LR, ensemble), deep
learning (CNN+BiLSTM) and transformer
(m-BERT, Indic-BERT, XLNet, XLM-R)
based methods. They showed that XLM-R
outperformed all other techniques by gaining
a weighted F1-score of 0.93, 0.60 and 0.85 re-
spectively for English, Tamil and Malayalam
language. Their team achieved 1st , 2nd and
Ist rank in these three tasks respectively.

Que (2021) used XLM- Roberta model and
proposed an excellent multilingual model to
achieve the classification task.

Balouchzahi et al. (2021) created three mod-
els namely, CoHope-ML, CoHope-NN, and
CoHope-TL based on Ensemble of classifiers,
Keras Neural Network (NN) and BiLSTM
with Conv1D model. CoHope-ML, CoHope-
NN models were trained on a feature set com-
prising of char sequences extracted from sen-
tences combined with words for Ma-En and
Ta-En code-mixed texts and a combination of
word and char ngrams along with syntactic
word ngrams for English text. CoHope-TL
model consisted of three major parts: train-
ing tokenizer, BERT Language Model (LM)



training and then using pre-trained BERT
LM as weights in BILSTM- Conv1d model.
Out of the three proposed models, CoHope-
ML model (best one among the models pro-
posed) obtained 1st, 2nd, and 3rd ranks with
weighted F1-scores of 0.85, 0.92, and 0.59 for
Ma-En, English and Ta-En texts respectively.

Sharma and Arora (2021) extends that of
(Arora, 2020a) as they used their strategy to
synthetically generate code-mixed data for
training a transformer-based model RoOBERTa
and used it in an ensemble along with their pre-
trained ULMFiT. They presented RoBERTa
language model for code-mixed Tamil which
they pre-trained from scratch. Using transfer
learning they fine-tune ROBERTa and ULM-
FiT language models on down- stream tasks of
OLI and HSD. They got Rank 4 in the former
task using an ensemble of classifiers trained
on RoBERTa and ULMFiT and Rank 1 in the
latter task using classifier based on ULMFiT.

4 Results and Discussion

Overall, we received a total of 31,31 and 30 submis-
sions for English, Malayalam and Tamil tasks. It is
interesting to note that the top performing teams in
all the three languages predominantly used XLM-
Roberta to complete the shared task. One of the
top ranking teams for English used context-aware
string embeddings for word representations and
Recurrent Neural Networks and pooled document
embeddings for text representation. Among the
other submissions, although Bi-LSTM was popu-
lar, there were other machine learning and deep
learning models that were used. However, they did
not achieve good results compared to the Roberta
based models.

The top scores were 0.61, 0.85 and 0.93 for
Tamil, Malayalam and English respectively. The
range of scores was between 0.37 to 0.61, 0.49
to 0.85 and 0.61 to 0.93 for Tamil, Malayalam
and English datasets respectively. It can be seen
that the F1 scores of all the submissions on the
Tamil dataset were considerably lower than those
of Malayalam and English. It is not suprising that
the English scores were better because many ap-
proaches used variations of pretrained transformer
based models trained on English data. Due to code-
mixing at various levels the scores are naturally
lower for Malayalam and Tamil datasets. Among
these two, the systems submitted performed badly
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on Tamil data. The identification of the exact rea-
sons for the bad performance in Tamil requires
further research. However, one possible expla-
nation for this could be that the distribution of
‘Hope_speech’, ‘Non_hope_speech’ and ‘not-Tamil’
classes is starkly different from those of English
and Malayalam. In the English dataset there were
just 27 out of 28,451 comments which were la-
belled as not-English by the annotators. In the
remaining two classes, the number of non-hope
speech comments were significantly higher than
hope speech comments. Similarly in Malayalam
there were only 888 out of 10,705 comments that
were not Malayalam and overwhelmingly higher
proportion of non-hope speech in the dataset. How-
ever in Tamil dataset, there were 2,483 comments
out of 20,198 comments that were not Tamil. More-
over the proportion of Non-hope speech comments
in Tamil (9,816 comments) is close enough to the
number of hope speech labels (7,899 comments).
This made the classifications in English and Malay-
alam a binary prediction task rather than a three
class classification and naturally the former sys-
tems performed better than the latter.

The participants rarely faced challenges during
the training, testing and submission phase. How-
ever, there were minor inconsistencies in the la-
belling of classes that was duly rectified on Co-
dalab immediately. The intial round of peer review
offered significant suggestions to the participants
in terms of rewriting paper in a more presentable
way. These suggestions of the reviewers were duly
incorporated before the final submissions.

5 Conclusion

In this paper, we have presented the first shared
task results on hope speech detection for equality,
diversity, and inclusion. We received a wide range
of entries that satisfied the goals of the shared task.
We hope that HopeEDI shared task makes a lasting
contribution to the NLP field.
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