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Abstract

Multi-modal texts are abundant and diverse in
structure, yet Vision & Language research of
these naturally occurring texts has mostly fo-
cused on genres that are comparatively light
on text, like tweets. In this paper, we dis-
cuss the challenges and potential benefits of
a V&L framework that explicitly models ref-
erential relations, taking Wikipedia articles
about buildings as an example. We briefly sur-
vey existing related tasks in V&L and propose
multi-modal information extraction as a gen-
eral direction for future research.

1 Introduction

Many types of naturally occuring texts are inher-
ently multi-modal: articles, social media posts,
recipes, encyclopedias, manuals, advertisement,
comics, etc. Research on semiotics has long noted
that the relationship between the linguistic and vi-
sual elements of such texts is extremely complex
(Hardy-Vallée, 2016) and varies widely across gen-
res (Delin and Bateman, 2002). To date, research
in Vision & Language, however, has mostly fo-
cussed on crowdsourced data that simply aligns
relatively short snippets of text to images (e.g. Wu
et al. (2017)), sequences of images (e.g. Yang et al.
(2019)) or video (e.g. Pan et al. (2020)). Here, the
text-image relationship is simplified to a substan-
tial, if not artificial, degree.

In this paper, we take a qualitative look at
some examples of real-world multi-modal texts, i.e.
Wikipedia articles on entities of the type “building”.
We find that many phenomena occuring jointly in
these texts are currenlty tackled as separated tasks
in V&L or text processing. We argue that a promis-
ing direction for future research in V&L is to aim
for a joint framework that combines these differ-
ent phenomena and levels of analysis. We believe
that such a framework would be useful in a range

of typical NLP applications (such as information
extraction) where, currently, state-of-the-art mod-
els usually only process the text of a multimodal
document. Arnold and Tilton (2020) discuss the
motivation for such projects in the context Digital
Humanities.

The example documents discussed in this pa-
per differ from typical objects of V&L research
in many respects, but most importantly in terms
of their (i) structure and (ii) semantics or topic.
Thus, our building articles are relatively long (i.e.
much longer than image paragraphs in Krause et al.
(2017)), contain multiple images and text segments
that do not directly relate to any of the images.
Concerning their semantics, the documents discuss
buildings which constitute a type of named entity.
This entity can be depicted visually in very diverse
ways (see Section 2) and that can be associated with
a rich body of knowledge (e.g. historical events)
described in the text. We will show how these two
aspects call for a V&L framework that accounts for
diverse referential relations whereas in most V&L
tasks assume a single, fixed text-image relation.

2 Qualitative Case Study

This section discusses observations we made by
manually exploring a range of building articles
from Wikipedia. We leave the empirical consol-
idation of our findings for future work.

2.1 Structure of Referential Relations
We first look at different structural aspects of ref-
erential relations in the Holstentor article, shown
in Fig. 1. The first paragraph contains a general
description of the entity, its location, importance
etc., and is accompanied by a captioned image on
its right side. In parallel to the text, this first image
visually introduces the entity of the Holstentor but,
other than that, has no further relations to paragraph
it is aligned with.
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Figure 1: First few paragraphs of the Holstentor article. Colour highlighting added for illustrating (approximate)
text-image correspondences. Best viewed in colour.

This is completely different in the following
paragraph which provides a detailed description
of the building’s appearance and is accompanied
by a second image. The second image is visually
very similar to the first: it shows the building in its
entirety, but from a different perspective. The two
opposing perspectives are explicitly referenced and
explained in the appearance section, which even
uses the same phrasing as the image captions. This
paragraph also mentions parts of the gate, such as
the conical roofs, which are shown in both images.

The first subsection of the appearance paragraph
contains a third image that is spatially aligned with
it. This subsection talks about the passageway; the
image shows part (of one side) of it. Note that the
caption refers to the inscription, which is located
in the center of the aforementioned image. This
inscription is first mentioned in the paragraph that
is aligned with the image. Furthermore, the en-
tire first paragraph passageway lists features of the
building that are no longer visible in the contem-
porary photographs. The second paragraph talks
about the other side of the gate, which is not pic-
tured. The most relevant reference to the image of

the passageway is contained in the final paragraph
which describes its inscription in detail.

In sum, this example document shows (among
other things) that discourse fragments of very dif-
ferent size (paragraph, sentences, sentence parts,
noun phrases) can refer to images as well as their
regions, in a way that can be difficult to disentangle.

2.2 Semantic Types of Referential Relations

While in the previous Section 2.1, we showed dif-
ferent cases for what text fragments can relate to
an image, we now discuss examples for how these
images relate to the text. In our qualitative case
study on buildings, we observed 4 frequent rela-
tions - generic (view of the building), related en-
tity, detail/part and event., discussed below. This
classification of relation types is not empirically
validated and probably far from complete, but we
intend to show that there are semantically very dis-
tinct types, even in the highly restricted building
domain.

Generic Generic images show the general ap-
pearance of the building and lack a concrete refer-
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ence to a specific part of the text, as, for instance,
the first image in Fig. 1. These images appear at
various points in the document and often contain
the year the image was created in their caption.
In most cases, they are arranged in chronological
fashion, as in Fig. 2a1.

Related Entity Images of related entities show
people (or rarely, other buildings) that are relevant
to the history of the building under discussion in
the article. The entity depicted in the picture is
almost always explicitly referenced in the article.
For example, Fig. 2b has a named individual that
is named in both the caption and article.

Part or Detail Images of the parts type show
parts or details of the entity in question. This is
the most diverse category in terms of the content of
the images themselves. What is depicted can range
from small details like plaques to major parts of the
buildings like a tower, see Fig. 1. In some cases,
these parts are not physically part of the building
itself, but instead something that is permanently at
the same location (e.g. an organ in a church).

Event Images in our building domain can also de-
pict an event that takes place at the building in ques-
tion. In the example in Fig. 2c, the image portrays
the event in progress, e.g. a plane flying through the
Arc de Triomphe. There is also another, more sub-
tle but also frequent subtype of event-related image
which relates to the existence of the architectural
object itself and is often linked to its (partial or com-
plete) destruction, construction or its renovation.
In these cases, images often show the aftermath of
the destruction (as is the case in Fig. 2d) or the
site in the process of renovation/rebuilding. This
latter case is particularly challenging in terms of se-
mantic analysis and image-text matching, because
it often entails scenarios where the text refers to
(parts of) buildings that are no longer present in
the image. That means, a model that fully and cor-
rectly analyses this scenario would need to make
the connection between the text passages talking
about the building’s destruction and the image of
it in a ruined state. Both types of events generally
have a clear reference to the article’s text, though
the length can vary.

Medium In addition to the image content, we ob-
serve that the original medium is highly relevant
in figuring out its semantic relation. The domain

1for Fig. 2, see supplementary material

of buildings is especially rich in different origi-
nal media - articles contain digitized images of
paintings, sketches, maps, diagrams, post cards or
photographs. To a human reader, these are not
only understood differently, but themselves contain
information.

2.3 Discussion
Inutitively, the Wikipedia articles on buildings that
we have discussed in this section constitute a rela-
tively simple type of multi-modal document: each
document introduces and discusses a single, de-
pictable, main entity, both in terms of textual and
visual elements. Many images have captions that re-
fer to the image’s main object. Typically, this object
is also referred to explicitly (often with very simi-
lar verbiage) in the text, except the tricky case of
generic images where it is less clear which specific
discourse fragment is referentially related.2 More-
over, the articles have a clear hierarchical structure
and, most of the time, images are positioned next
to the paragraph that they are related to.

Formally, however, these examples indicate that
there is a lot of structural and semantic complexity
found in naturally occuring text-image correspon-
dences. A long range of questions could be asked
to capture this correspondence: (i) which text spans
refer to an image or image region and which do
not refer? (ii) what is the size of the text span that
refers to the image (i.e. paragraph, sentence, noun
phrase, ...), (iii) which text spans refer to the same
image?, (iv) which images refer to the same text
span or entity?, (v) how does the text refer to the
image?, (vi) how do caption and text relate to each
other?, etc. As we will discuss below, most existing
V&L task come nowhere near this complexity and,
most notably, make a lot of simplications on the
text analysis side.

3 Related Work in Vision & Language

Fixed Text-Image Relation Probably the most
widely used image-text data in Vision & Language
are so-called image captions that provide a gen-
eral, neutral description of an image’s content, cf.
MSCOCO (Lin et al., 2014) or Flickr30k (Plummer
et al., 2015) captions . Typical captions consist of
a single sentence that directly refers to the image.
Other work has looked at more fine-grained refer-
ential relations such as referring expressions in the

2They could be seen as being linked to the text as a whole,
but this is not particularly informative for information extrac-
tion or similar tasks.



56

form of noun phrases that identify specific objects
in an image (Kazemzadeh et al., 2014). Work on
even more fine-grained resolution that captures ob-
ject parts is relatively rare, but see (Hürlimann and
Bos, 2016). A complementary trend is to use texts
that are (slightly) longer than image captions, such
as image paragraphs that describe the image con-
tent in a sequence of sentences (Krause et al., 2017)
or dialogues that center on identifying an object in a
sequence of turns (de Vries et al., 2017) or an image
from a set of images (Das et al., 2017). All of these
datasets are crowdsourced and target a referential
task on a specific, fixed level, i.e. image-sentence,
object-phrase, object-dialogue, image-dialogue. It
is worth noting that, internally, many recent large-
scale models in V&L process object-phrase rela-
tions while encoding image-sentence pairs (Lee
et al., 2018; Anderson et al., 2018; Kottur et al.,
2018; Tan and Bansal, 2019; Lu et al., 2020), com-
bining referential relations on two different levels.
None of these tasks and models, however, deal
with image-text pairs where significant parts of the
text have no relation to the visual content, thereby
circumventing the need to identify fragments that
do indeed stand in a referential relation to a given
image.

Diverse Referential Relations There is some
initial work on datasets and tasks that capture more
varied semantic or discursive relations between im-
age and text: Kruk et al. (2019) tag the image
intent in multi-modal Twitter posts, distinguishing
between intents like ‘provocative’, ‘expressive’ or
‘promotive’. Their annotations assign a global la-
bel to the image which captures the relation to the
text as a whole. This goes beyond literal image
descriptions, but still does not capture structurally
diverse referential relations. Alikhani et al. (2019)
investigate text-image coherence in recipe texts
that describe sequences of consecutive actions in
a cooking context. Structurally, the recipe’s text is
already segmented, with an image aligned to each
step. Alikhani et al. (2019) distinguish image-text
relations with respect to which part of the action is
shown and whether all entities affected by an action
are visible/mentioned in the text. Both papers work
on naturally occuring text, though these are still
relatively short (tweets and 1-2 sentences per step
respectively). Neither task faces the segmentation
problem to a degree that is similar to the complex
structure we encountered in multi-modal Wikipedia
articles. By contrast, in our building example, the

rhetorical purpose and authorial intent of each pic-
ture seems to be more or less uniform. That is, im-
ages are included to illustrate (as opposed to being
provocative or expressive). Likewise, the semiotics
of these images are overwhelmingly parallel to the
content of the text.

Muraoka et al. (2020) work with a more coarse-
grained and somewhat simplified version of the
problem discussed in this paper. Their task is to
correctly predict the physical alignment of images
and sections in Wikipedia articles. This approach
utilizes the inherent document structure3, however
our observations (see Section 2) call into question
the presupposition that alignment in layout entails
alignment in content. A similar text-image match-
ing task is discussed in Hessel et al. (2019), where
the authors seek to match the images in a docu-
ment to the most relevant sentences in it (leaving
out the captions). Their model is trained on col-
lections of sentences and images from the same
documents; or different documents, for instances
of non-relatedness. This information is used at test
time to estimate the individual links between the
sentences and images of a given document. Hessel
et al. (2019) is highly relevant to the concerns dis-
cussed in this paper because it has some success in
grappling with the comparatively large amounts of
text in the Wikipedia article genre.

4 Towards Multi-Modal Information
Extraction

Many of the phenomena we have discussed in Sec-
tion 2 have long been researched in NLP models
that extract information from text only. Promi-
nently, text-oriented NLP has long been interested
in detecting and processing entities, i.e. Named
Entity Recognition (NER) is a very well-known
NLP task that is useful in a range of applications
(Li et al., 2020). The most standard named en-
tity categories are person, location and
organisation, however there is a number of
NER tools with varying tag sets. One way to model
texts of the type illustrated in Fig. 1 would be to
move towards multi-modal NER models that iden-
tify mentions of entities in a text and link them to
corresponding images or image regions, cf. Asgari-
Chenaghlu et al. (2020) for a similar proposal.

Event detection is another text-based NLP task
that has been approached with the use of CNNs
(Nguyen and Grishman, 2015) and, more recently,

3and consequently save on expensive manual annotation
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attention mechanisms (Liu et al., 2017b). Multi-
modal event detection could be useful to capture
referential relations as shown in Fig. 2c. Finally,
models that represent or encode relations between
entities (Lin et al., 2016; Zhang et al., 2019) in a
multi-modal text would be an extremely useful tool
in our setting. As a step towards processing com-
paratively large chunks of text, discourse segmen-
tation (Braud et al. (2017), Iruskieta et al. (2019))
splits documents into elementary Discourse Units.
Parsing these texts as a discourse is also a topic of
ongoing research (Liu et al., 2017a; Li et al., 2016).

To the best of our knowledge, research in Vision
& Language has hardly been inspired by these clas-
sical, entity-centric task in text processing. This
general impression is corroborated by the very com-
prehensive V&L survey of Mogadala et al. (2019).

5 Conclusion

In this paper, we have discussed some complexities
of referential relations that arise in natually occur-
ing multi-modal texts. Solving at least some of
these requires the use of far more involved text pro-
cessing techniques than is common for widespread
V&L tasks such as image captioning or visual
dialogue. Our domain - architectural sites - nar-
rows this potentially sprawling problem somewhat.
While every building is an entity unto itself, there
are common features that are shared by large sub-
sets. We argue that Wikipedia articles are a valu-
able source of raw data for multi-modal document
analysis, since they constitute a genre of document
that is freely available in large quantities and across
languages.4 However, it is questionable whether
models that identify the type of image-text relations
discussed in this paper can be developed without
hand-annotated data. In terms of uitlity and in-
tended audience, it may be worth considering work
like Arnold and Tilton (2020), whose aim is to add
robust, searchable annotations to existing collec-
tions of historical images. This leads the authors to
develop a model that automatically labels images
using image segmentation and a pre-defined ontol-
ogy. We believe that moving towards such more
realistic texts in V&L is interesting both from a lin-
guistic, and from an application-oriented perspec-
tive, i.e. for multi-modal information extraction.

4Some tasks and datasets may also benefit from existing
knowledge bases such as Wikidata (Vrandečić and Krötzsch,
2014).
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6 Supplemental Material

(a) Generic: Two chronologically arranged generic images in the Schwerin Castle article

(b) Related Entity: Portrait of an aristocrat in the article of Edinburgh Castle

(c) Event: Flight through the Arc de Triomphe

(d) Event: Destruction of the Zwinger, Dresden

Figure 2: Examples of Semantic Referential Relations


