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Abstract

In recent years, automatic speech-to-speech
and speech-to-text translation has gained mo-
mentum thanks to advances in artificial intel-
ligence, especially in the domains of speech
recognition and machine translation. The qual-
ity of such applications is commonly tested
with automatic metrics, such as BLEU, primar-
ily with the goal of assessing improvements of
releases or in the context of evaluation cam-
paigns. However, little is known about how
the output of such systems is perceived by end
users or how they compare to human perfor-
mances in similar communicative tasks.

In this paper, we present the results of an ex-
periment aimed at evaluating the quality of a
real-time speech translation engine by compar-
ing it to the performance of professional si-
multaneous interpreters. To do so, we adopt
a framework developed for the assessment of
human interpreters and use it to perform a man-
ual evaluation on both human and machine
performances. In our sample, we found bet-
ter performance for the human interpreters in
terms of intelligibility, while the machine per-
forms slightly better in terms of informative-
ness. The limitations of the study and the pos-
sible enhancements of the chosen framework
are discussed. Despite its intrinsic limitations,
the use of this framework represents a first step
towards a user-centric and communication-
oriented methodology for evaluating real-time
automatic speech translation.

1 Introduction

Real-time or simultaneous speech translation (ST)
aims at translating a continuous speech input from
one language to another with the lowest latency1

and highest quality possible. In recent years, auto-
matic speech translation systems have been devel-

1In this context, we broadly define latency as the time
delay from when an utterance is pronounced in the source
language to when it gets translated in the target language.

oped at scale, and their quality has improved sig-
nificantly (Sperber and Paulik, 2020). At present,
research is increasingly focusing on end-to-end
trainable encoder-decoder models, i.e. speech-to-
speech (STS) or speech-to-text (STT) translation
systems that directly match source and target lan-
guage (Di Gangi et al., 2018; Jia et al., 2019; Ansari
et al., 2020). Nonetheless, the cascading approach
is de facto still the mainstream solution for speech
translation (ST). The main reason is that this ap-
proach benefits from the remarkable improvements
in automatic speech recognition (ASR) (Chiu et al.,
2018) and machine translation (MT) (Barrault et al.,
2020) obtained thanks to the wealth of task-specific
data available. In cascading systems, the process
of translating from speech to text or from speech
to speech is performed by a series of concatenated
modules. In most cases, these systems apply ASR
to the speech input, and then pass the results on to
an MT engine. Since a short latency is an important
characteristic of such systems, the translation is ren-
dered while the source is unfolding, on the basis of
different approaches ranging from simple time de-
lay to complex agents that establish when the con-
text is sufficient to perform the translation. Several
additional components can be integrated into this
pipeline, such as text normalization (Fügen, 2008),
suppression of speech disfluencies (Fitzgerald et al.,
2009), prosody transfer (Kano et al., 2018), and so
forth.

Real-time ST systems have the potential to be
used in communicative settings, such as institu-
tional events, lectures, conferences, etc. in order
to make multilingual content accessible in real-
time, thus increasing inclusion and participation
when human services for language accessibility are
not available, such as live interlingual subtitling
(Romero-Fresco and Pöchhacker, 2017) or confer-
ence interpreting (Pöchhacker, 2016). So far, the
evaluation of ST in general, and real-time ST in par-
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ticular, has been framed in the domain of computer
science (CS). In CS, automatic metrics are applied
in order to compare systems and monitor progress
over time2. However, little is known about how
such systems, that for the sake of this paper we will
define as machine interpreting (MI) systems3, per-
form in real communication settings and whether
they are able to meet the needs of end users. To
the best of our knowledge, no evaluation frame-
work has been developed and deployed in the past
to assess the performance of such systems from a
communicative perspective.

To address this shortcoming, in the present con-
tribution we apply a user-centric evaluation frame-
work derived from Interpreting Studies (IS) to the
task of assessing an automatic system for ST. Mov-
ing towards an evaluation framework that takes into
consideration the authentic communicative setting,
we compare the performances of the automated sys-
tem with the performances of professional simulta-
neous interpreters. We do so in order to assess the
level of usability of such framework and to bench-
mark the performances of the machine, inferring
the suitability of the ST system for the proposed
communication task from its comparison with the
human performance.

The rest of the paper is organised as follows. In
Section 2, we present an overview of research ar-
eas in the field of automatic speech translation and
human interpreting evaluation. In Section 3, we
illustrate our research methodology and the exper-
imental design. Section 3.1 describes the dataset
created for this task, while Section 3.2 introduces
the framework used to evaluate the performance of
the machine and of the human interpreters. Section
4 presents the results of the evaluation and Section
5 discusses and puts the results into perspective.
Section 6 concludes the paper with final remarks.

2 Related work

The evaluation of simultaneous speech translation,
independently of whether the process is performed
by a human or a machine, is a topic central both to
the domain of Computer Science and of Interpret-
ing Studies.

2See for example the methodology used for the shared task
of the International Conference on Spoken Language Trans-
lation 2021 available at https://iwslt.org/2021/
simultaneous

3We tentatively define as Machine Interpreting all auto-
matic methods of real-time speech translation, i.e. cascading,
end-to-end, into text, into speech, etc. that are used in the
context of real-life communication.

In CS, ST is typically evaluated in terms of qual-
ity and latency. Similar to MT, the approach used
consists in the application of automatic metrics in
order to allow for a fast and objective evaluation
of the systems (Ma et al., 2020). However, due to
its novelty, the ST research community currently
lacks a universally adopted evaluation methodol-
ogy. Quality is generally measured by BLEU (Pap-
ineni et al., 2002; Post, 2018), TER (Snover et al.,
2006) and METEOR (Banerjee and Lavie, 2005).
The approach to compare system outputs against
source texts, gold standard translations, and other
system outputs represents, despite the limitations
of such metrics (Babych, 2014), a widely accepted
evaluation methodology. The measurement of la-
tency, which broadly corresponds to the ear-voice
span of human interpreting (e.g. Gile, 2009), repre-
sents a more challenging task that still lacks suffi-
cient clarity and consistency. In this context, sev-
eral metrics have been introduced, such as Average
Proportion (AP) (Cho and Esipova, 2016), Contin-
ues Wait Length (CW) (Gu et al., 2017), Average
Lagging (AL) (Ma et al., 2020), Differentiable Av-
erage Lagging (DAL) (Cherry and Foster, 2019).
Generally speaking, the evaluation approach used
in CS is product-oriented. The concept of quality
is limited to measuring proximity in the linguistic
surface between translation and ground truth. It
does not take into consideration the user percep-
tion, the pragmatic aspect of communication, and,
intrinsically, cannot consider the translation pro-
cess as embedded in a communicative event (e.g.
Angelelli, 2002).

This is different to IS. Since human interpre-
tation always occurs in a specific communicative
setting, the need to evaluate it accordingly has al-
ways been in focus. Here, the pursuit of conceptual
and methodological tools for the empirical study
and assessment of quality has a long tradition, par-
ticularly in the conference domain and simultane-
ous modality (e.g. Pöchhacker, 2002; Kalina, 2005;
Collados Aı́s and Garcı́a Becerra, 2015). Despite
the different perspectives that have been adopted
to define and evaluate quality, there is considerable
agreement among scholars on a number of criteria
which are considered fundamental when evaluat-
ing human interpretation. Most criteria of quality
are associated with the product-oriented perspec-
tive and can be subsumed in two main areas, the
first one focusing primarily on the interpretation
or target-text as “a ‘faithful’ image” (Gile, 2009)

https://iwslt.org/2021/simultaneous
https://iwslt.org/2021/simultaneous
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or “exact and faithful reproduction” (Jones, 2002)
of the original speech, the second one on the no-
tion of intelligibility, also called clarity, target-text
comprehensibility, linguistic acceptability, stylistic
correctness, etc. Such evaluation is centred on the
view of interpreting as a language processing task.
At an even higher level, quality can also be seen
under the paradigm of a holistic idea of successful
communication. From this perspective, interpreting
is assessed on the basis of whether it successfully
allows the parties involved in a particular context
of interaction to achieve their communicative goal,
as judged from the various perspectives in and on
the communicative event (Gile, 2009). The focus
of this perspective is no longer on the product (the
rendition), but rather on the communicative action
performed to achieve a certain purpose and effect,
and therefore on the holistic function of facilitating
communicative interaction (Pöchhacker, 2002).

From a methodological perspective, quality in
interpretation has been evaluated through surveys
(Feldweg, 1996), measures of performance through
experimentation (Shlesinger, 1995), or corpus-
based analysis (Bendazzoli, 2018). Different to
the CS approach, which is based on automatic met-
rics, the analysis of data in IS is performed on the
basis of a manual evaluation of the corpus data.

While such evaluation frameworks have been de-
signed and used regularly in the domain of machine
translation, very few attempts have been made
so far to evaluate the performance of automatic
speech translation system both in the context of the
product-based and of the holistic/communicative
approach. A few pilot studies on the usability of ST
systems have only been performed in the context
of dialogue interpreting (Cürten, 2016; Wonisch,
2017), while only one has been attempted in the
area of real-time ST (Müller et al., 2016). We be-
lieve that such approaches, if appropriately adapted
to the research desideratum at hand, could con-
tribute to a better understanding and evaluation of
machine speech translation systems.

3 Data and methodology

As discussed in the previous section, ST systems
are typically evaluated by means of automatic met-
rics using reference datasets. Although such evalu-
ations are useful to compare systems among each
other, one of their main limitations is that they do
not take into consideration the communicative set-
ting nor the perception of their usefulness by final

users. To overcome this limitation, we select and
apply to the assessment of ST a user-centric frame-
work commonly used for the evaluation of human
interpretation.

In order to understand the potential usefulness
of the automatically generated translation, we com-
pare the machine performance with a gold standard:
the interpretation delivered by professional human
interpreters in the real context of the event. Si-
multaneous interpretation (SI) is the modality most
commonly used to provide multilingual access in
real-time4. Since we assume that the service pro-
vided by professional interpreters allows communi-
cation among the parties in the event, we consider it
to be our “communicative” ground truth. This gold
standard is not an ideal rendition of the original,
but it comes with all the benefits and limitations of
the real simultaneous translation used at a specific
event to overcome language barriers. By means
of this comparison we can infer, at least to some
extent, the communicative performance of the ma-
chine in the context of a real communicative event.
The overall question driving our research is there-
fore “How does the performance of a speech-to-text
translation system compare with human SI?”.

To answer this question we compile a corpus of
speeches in English delivered in real-life contexts
and align them with their human interpreted ver-
sions into Italian as well as with the output of a
simultaneous STT translation system chosen for
this task. The dataset is described in Section 3.1.
We manually assess the quality of the human and
automatic renditions (transcriptions) on the basis
of the evaluation framework described in Section
3.2. This evaluation represents an attempt to apply
a more user-centric approach to the assessment of
the automatic service provided by STT translation
systems.

3.1 Dataset

There are several speech translation corpora cur-
rently available, such as MuST-C (Di Gangi et al.,
2019) and Europarl-ST (Iranzo-Sánchez et al.,
2020). They generally contain source speeches
in one language and the corresponding written or,
in a few cases, spoken translations in the target
language(s). While they are useful to explore end-
to-end ST, for example to train the language mod-
els, they have not been designed with the goal of

4The other would be interlingual respeaking for the cre-
ation of live subtitling which is, however, still in its infancy.
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assessing such systems from a communicative per-
spective. As a matter of fact, the target language
component of the corpus is in most cases an edited
translation, therefore a product of mediated, offline,
and decontextualized work.

To overcome this limitation, we create a new
pilot corpus of speeches (lectures) and of their live
translations which would allow us to conduct a bet-
ter evaluation of the machine output by comparing
it with the gold standard produced by humans in a
real communicative event (see Section 3).

The main rationale behind the creation of our
corpus is the selection of naturally occurring data
on which to conduct our observation, both for the
original speech and, most importantly, for the gold
standard (the basis of the comparison).

The five speeches selected for the corpus are ran-
domly extracted from two series of talks (“Festival
dell’economia” and “Meeting di Rimini”) that had
been originally interpreted simultaneously from
English into Italian by five different interpreters.
Both the original speeches and their interpretations
are publicly available on the web5. After choosing
the events, 2-minute extracts are randomly selected
from each speech. The small size of the corpus
does not allow for generalizations, but should pro-
vide indications on the suitability of the chosen
evaluation framework. With this approach, the eco-
logical validity is maximal, as the research data
are drawn from real interpreted events, while the
level of control is minimal, making data harder
to interpret, especially when it comes to causality
(Baekelandt and Defrancq, 2020).

The speeches included in the corpus6 are sum-
marised in Table 1. While all the speakers had
presented in English, three were native speakers
(texts 1, 3 and 5) and two were not (texts 2 and 4).
As for the source text delivery mode, four speakers
presented “impromptu” speeches (texts 1, 2 , 4 and
5) and one a “read-aloud” speech (text 3). The
topics included: economy (text 1), bit coin (text 2),
artificial intelligence (text 3), green growth (text
4) and medicine (text 5), with different degrees of
technicality. The audio quality was good for all
speeches. The speed of delivery ranges from 142
to 160 words per minute (wpm) and is in line with
typical speech rates at conferences (e.g. Seeber,
2015).

5https://www.festivaleconomia.it/ and
https://www.meetingrimini.org

6The corpus is available at https://cai.
uni-mainz.de/steval.

Similar to Batista et al. (2008), the corpus for
evaluation is presented in written form. Since the
output of the STT is already produced by the en-
gine as written text, only the source speeches and
the human interpretations are transcribed by means
of an ASR engine and manually corrected. The ST
output is included in the corpus without modifica-
tions. The five texts are segmented in utterances
and aligned with the interpretations. The number
of segments for each text ranges from 16 to 20.

Text Duration Words Speed (wpm)

1 2’ 10” 347 160
2 2’ 02” 288 142
3 2’ 00” 320 160
4 2’ 01” 304 157
5 2’ 07” 320 151

Table 1: Corpus features

For this experiment, we choose the real-time
ST service offered by Azure Speech Translation 7.
The main reason for this choice is that the service
is available as a commercial API and represents
the state-of-the art of cascading systems. Different
to human interpreters, who deliver the translation
orally, this API translates speech into written text
without any form of speech synthesis. In princi-
ple, this generates an asymmetry in the evaluation.
However, since the selected framework requires the
evaluation to be performed on the written transcrip-
tions, this lack of symmetry has been deemed as
non central for the purpose of this experiment.

To collect the data of the ST engine, a simple
Web application was created by the authors around
the API. The application sends the original speech
to the API and records the real-time translation re-
turned by the service. Because the evaluation is
performed on written transcriptions, in this experi-
ment the latency of the system was not taken into
account, and only the final translation hypothesis
generated was considered for the evaluation. This
is a major limitation of this study that needs to be
addressed in future experiments.

3.2 Evaluation framework and procedure
For the investigation and the comparison of the
human and the machine output, an evaluation
framework derived from the Interpreting Studies

7https://azure.microsoft.com/
en-en/services/cognitive-services/
speech-translation/

https://www.festivaleconomia.it/
https://www.meetingrimini.org
https://cai.uni-mainz.de/steval
https://cai.uni-mainz.de/steval
https://azure.microsoft.com/en-en/services/cognitive-services/speech-translation/
https://azure.microsoft.com/en-en/services/cognitive-services/speech-translation/
https://azure.microsoft.com/en-en/services/cognitive-services/speech-translation/
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(Tiselius, 2009) is chosen and slightly adapted. The
framework is “assumed to account for central as-
pects of the interpreted event but not for its entirety
as a communicative event” (Tiselius, 2009, p. 99).
As discussed in Section 1, at this stage we follow
a product-based approach to quality assessment
in IS, leaving the situated evaluation of the inter-
preted event for later explorations, for which an
extended framework comprising additional com-
municative perspectives and criteria should be de-
fined. Notwithstanding the limitations of this ap-
proach, one of the advantages of Tiselius’s frame-
work against automatic metrics lies in its being
user-centric and in line with the corpus-based eval-
uation already established in Interpreting Studies
to assess the quality of human interpretation.

Tiselius defines the framework as “an easy-to-
use tool that can be implemented by laypeople in
order to assess a transcribed version of a simulta-
neous interpreting performance” (Tiselius, 2009, p.
99). This aspect is particularly important for possi-
ble future use of the framework. In order to further
streamline it, we slightly simplified the evaluation
scale, and adapted its wording in order to make it
suitable to express a judgement on both human and
automatic speech translation.

The framework aims at assessing the target pro-
duction on the basis of two dimensions:

• Intelligibility, defined as the evaluation of the
target text in terms of fluency, clarity, ade-
quacy etc., performed without a comparison
with the source text

• Informativeness, defined as the evaluation of
the target text in terms of semantic informa-
tion content, performed with a comparison
with the source text

The two dimensions reflect the main criteria at
the core of the product-oriented approach to quality
evaluation in IS (Section 2). 6 raters with a back-
ground in interpreting and translation are asked to
conduct the evaluation of the human interpretation
(HI) and the machine output (MI). For each speech,
the raters are asked to assess on a six-point Likert
scale first the intelligibility of the HI and of the
MI output (without a comparison with the source
speech nor a comparison between the two outputs),
then to evaluate the informativeness of the two ren-
ditions (HI and MI) by comparing each one to the
source speech.

While this methodology represents a first step
towards a more holistic approach to the evaluation
of ST, it also presents a series of shortcomings:

• The product-based evaluation of the gold stan-
dard, the HI, is conducted on transcriptions
and not on the audio output. Not only do
prosody, modulation of voice, hesitations, etc.
constitute distinctive aspects of spoken (hu-
man) language, but they are also actively used
by human interpreters to reach several commu-
nicative goals. They contribute, for example,
to disambiguate oral speech, explicate refer-
ences, etc. The evaluation on the basis of tran-
scriptions deprives the evaluator of these key
features, with obvious negative implications
for the quality scores. A viable option could
be to perform the evaluation on the basis of an
audio corpus, thus retaining all the features of
spoken language during the evaluation of the
human interpreters. Another promising way
to address this shortcoming would be to resort
to interlingual respeaking as a gold standard
instead of HI. Since the output of respeakers is
a written rendition of the original in the target
language, it would make the output of human
and automatic ST more comparable.

• Notwithstanding the efforts made to keep the
framework as simple as possible, the evalua-
tion procedure proves quite time-consuming.
Conducting evaluation campaigns on a bigger
scale with this framework may be hampered
by this aspect.

• The item definitions in the six-point scale are
not sufficiently straightforward to guide the
rater in taking a decision. Further simplifica-
tion and rewording are required.

• The assessment does not take into considera-
tion latency, which is important to judge the
real-time translation at a communicative level,
especially as far as the user experience is con-
cerned. The ST system used in the experi-
ment, for example, performed real-time adap-
tations on the target language, i.e. modifying
the translation hypothesis while receiving in-
creasing context from the source speech. The
impact on comprehension and user friendli-
ness of both this aspect and disfluencies in
the human rendition should be studied more
attentively in future.
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Figure 1: Intelligibility and informativeness scores for
the human and the machine output.

• As will become clear in Section 4, resorting to
human interpretation instead of written trans-
lation as a gold standard calls for new strate-
gies in the evaluation. Because human inter-
preters and ST systems perform the task using
a different approach (linear for machines, in-
terpretive for humans), the comparison using
classical methodologies may be inadequate.

The shortcomings of the evaluation framework
should be addressed in a follow-up study.

4 Results

The scores for each of the two parameters (intelli-
gibility and informativeness) are summed for each
speech, output and rater and then averaged. The
relative percentage score is calculated on the max-
imum amount of points obtainable for each text.
The figures below illustrate the results of data anal-
ysis.

As shown by Figure 1, human interpreters obtain
better scores for intelligibility (84.84 % to 73.49
%), while the machine output is rated slightly better
than the human interpretations in terms of informa-
tiveness (74.63 % to 72.82 %).

When combining the scores for the two rating
criteria (Figure 2), the human output surpasses ma-
chine output by 4.77 percentage points. It can be
argued that the two parameters do not have the
same weight in terms of their impact on the success
of the communicative event. At this stage of evalu-
ation, however, we decide to combine them without
any weight and to leave this more in-depth analysis
to a later phase of development of our evaluation
framework.

Figure 3 illustrates the standard deviation (SD)
for the two evaluation parameters for all 5 speeches.

Figure 2: Scores combined for the human and the ma-
chine output.

Figure 3: Standard deviation of the intelligibility and
informativeness scores (human and machine output).

Both for the criterion intelligibility and for the crite-
rion informativeness, the SD for the human output
is larger than for the machine output, for which the
scores are very close to each other in our sample.

This result suggests that variables such as topic,
density, speed of the original speech, accents, etc.
affect less the machine than the human interpreter.
On the one hand, this is quite surprising if one
considers that aspects such as performance of ASR
with foreign accents, to name but one example,
are considered detrimental in automatic language
processing (Kitashov et al., 2018; Shi et al., 2021).
On the other hand, the larger SD for the human
output may point to the fact that humans tend to
have a high degree of variance in performances
due to different background knowledge, skills, etc.
Because of the small size of the corpus, the trends
observed in the present study cannot be generalized
and the analysis should be conducted on a larger
sample.

In order to verify the adequacy of the evalua-
tion methodology, and in particular of the rating
scales used to assess intelligibility and informa-
tiveness achieved by the human and the machine
interpretation, Krippendorff’s α is calculated for
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the two evaluation criteria and the two types of
output. This measure is chosen as it allows to over-
come the problems presented by Fleiss’s κ (Hayes
and Krippendorff, 2007), another common measure
of intercoder reliability used when multiple raters
are involved (see Mellinger and Hanson, 2016).
The statistic is interpreted like other measures of
reliability, with higher scores indicating higher in-
tercoder reliability. Overall, α values are below the
lowest value (.667) defined as acceptable by Krip-
pendorff (2013) for tentative conclusions, and well
below the recommended value of .800 (ibid.). The
α is considerably lower than these values for both
intelligibility and informativeness in human inter-
preting (α = .442 and .607 respectively). The α for
MI intelligibility is .658, while the value of inter-
rater reliability for the category of informativeness
in MI is barely acceptable (α = .676). Overall,
these results suggest that applying the evaluation
scale derived from IS as is for the comparison of
HI and MI output presents limitations that need to
be addressed in future work, for instance in terms
of the optimisation of the scoring rubric and the
inclusion of further dimensions in the evaluation
scale.

5 Discussion

The differences in the raters’ evaluation of the hu-
man and machine output can be better understood
by analysing several phenomena retrieved from the
corpus. The complexity of the evaluation and, in-
herently, of the comparison between human and
machine interpretation is strictly linked with the
pragmatic nature of HI, which often calls for in-
terventions on the part of the interpreter. Such
interventions, emerging on the linguistic surface
of the interpreted text, may be evidence of under-
lying strategic behaviour exercised, for instance,
to favour comprehension, or may be the result of
emergency coping tactics aimed at preventing a
disruption of the rendition in adverse conditions,
for instance in the case of particularly information-
dense or fast speeches. Phenomena such as general-
isation, addition and (intentional) omission (see for
instance Gile, 2009; Kohn and Kalina, 2002) seem
to occur more often in human SI than in written
translation, and are entirely absent in the automatic
translation of speech. The MT engine lacks any
linguistic phenomena that may index intentional
interventions, not only because it lacks deliberate-
ness, but also because it has been trained on written

(and not interpreted) texts. This fundamental dif-
ference may limit the ability of a classic evaluation
framework (both manual and automatic) to provide
an assessment of quality which reflects the com-
municative success of an event mediated by human
or by machine interpretation. In order to illustrate
our argument, we report several example passages
from the corpus complete of their rendition by the
human interpreters and by the ST engine.

In the following example (Table 2), the human
interpreter added a reference to the financial crisis
(“momento della crisi finanziaria”) implicit in the
temporal reference provided by the speaker (2009).
At the same time, one unit of information (“where
a lot of people were looking for this phrase”) was
left out by the human interpreter, while it is present
in the machine output.

Table 2: Addition

S So you have this spike around 2009 where
a lot of people were looking for this phrase

HI perché nel 2009 abbiamo un picco, mo-
mento della crisi finanziaria

MI quindi avete questo picco intorno al 2009
o molte persone stavano cercando questa
frase

In the following example (Table 3), the inter-
preter opted for a generalisation: “we’ve not spent
enough energy, time, and money” was summed up
in “we really have to do more”, which conveys the
same key message while making explicit what is
meant by the original speaker, but is less precise
than the automatic rendition, more adherent to the
source text.

Table 3: Generalisation

S It’s clear that we’ve not spent enough en-
ergy, time, and money in protecting our
healtcare workers

HI Quindi ecco. Dobbiamo veramente fare di
più per proteggere i nostri operatori sani-
tari

MI È chiaro che non abbiamo speso abbas-
tanza energia, tempo e denaro per pro-
teggere i nostri operatori sanitari

The two examples discussed above illustrate an
inherent conundrum in the evaluation, i.e. how to
evaluate pragmatic interventions by the interpreter.
Whether such interventions should be considered
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as justifiable or not and which rendition, the human
or the machine, is more appreciated by the end-user
and more conducive to the same communicative
goal pursued by the speaker cannot be reflected
in an evaluation framework such as the one cho-
sen for this initial exploration. Furthermore, these
phenomena substantiate our argument that a frame-
work for the evaluation of ST in comparison with
HI requires a broader perspective.

Another key point of comparison between HI
and ST lies in the presence and evaluation of errors.
It may be argued that blatant errors are more appar-
ent in ST than in professional HI, as exemplified
by the following passage:

Table 4: Blatant error in MI

S So 9 billion of dollars have been raised
through ICOs

HI per cui ci sono adesso 9 miliardi di dollari
che sono stati raccolti attraverso queste
operazioni di ICO

MI Quindi 9 miliardi di dollari sono stati rac-
colti attraverso i devoti ghiacciati

The erroneous translation in the automatic out-
put (“devoti ghiacciati”, i.e. iced pious), clearly
due to a speech recognition issue (Example 4), is
immediately recognisable as such by the (human)
end-user. This type of blatant mistake seems to
be a distinctive characteristic of MI and is more
frequent than in neural machine translation because
of the key features of oral speech. It would be in-
teresting to explore the effects of this error type in
a real-life communicative event. However, human
interpreters may also commit severe mistakes. Let
us consider the following case:

Table 5: Blatant error in HI

S we have lots of historical examples of over-
estimating how fast it will kick in

HI Ci sono esempi storici in questo senso di
sottovalutazione della velocità in cui le
cose sono cambiate

MI abbiamo molti esempi storici di sopravval-
utazione della velocità con cui prenderà il
via

At first sight, the HI may appear more elegant
and fluent than the automatic output (the median
intelligibility score for this segment is 5). Thus, the
wrong rendition of “overestimating” with “sottova-

lutazione” (EN: underestimating), due to erroneous
anticipation or to having misheard the speaker’s
words, may go unnoticed without a comparison
with the source text.

The examples discussed above emphasise on the
one hand that the type of mistakes end-users are
confronted with may be of very different nature.
The effects of the various types of mistakes on com-
munication and their evaluation by human raters
may also vary, and should be explored within a
framework that takes into account the communica-
tive perspective. On the other hand, this compari-
son also stresses the need to compare ST not with
the ideal of HI but with the variability of human
performances.

6 Conclusion and Future Work

This paper reports on an experiment that compares
the output of a real-time speech-to-text translation
system with the performance of human interpreters.
The main goal was to expand the methodology that
is used nowadays to evaluate such systems from the
purely computational approach based on automatic
metrics to a more user-centric and communication-
oriented one. To do so, we apply an evaluation
framework derived from Interpreting Studies and
let six evaluators assess the performance of humans
and machines according to the criteria of intelli-
gibility and informativeness. The results show a
better performance by humans in terms of intelli-
gibility and a slightly better performance by the
machine in terms of accuracy.

Despite several drawbacks of the framework
adopted, the path initiated with this study may bear
fruits in terms of better understanding and evalu-
ating the output of speech-to-text and speech-to-
speech translation systems in the context of situated
multilingual communication and its pragmatic con-
text. The study also highlights several limitations
of the approach chosen. They are mainly related
to the difficulty of defining objective criteria in the
evaluation of quality of interpreted texts, and to the
intrinsic shortcomings of evaluating a communica-
tive event only on the basis of the product of the
translation process without the contextual embed-
ding of the evaluation in the communicative setting.
Such shortcomings need to be addressed in future
work.
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Giulia Cürten. 2016. Maschinelles Dolmetschen mit
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