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Abstract

Backtranslation is a common technique for
leveraging unlabeled data in low-resource sce-
narios in machine translation. The method
is directly applicable to morphological inflec-
tion generation if unlabeled word forms are
available. This paper evaluates the potential
of backtranslation for morphological inflection
using data from six languages with labeled
data drawn from the SIGMORPHON shared
task resource and unlabeled data from differ-
ent sources. Our core finding is that backtrans-
lation can offer modest improvements in low-
resource scenarios, but only if the unlabeled
data is very clean and has been filtered by the
same annotation standards as the labeled data.

1 Introduction

Both machine translation (MT) and morphological
inflection generation are string transduction tasks:
MT is typically treated as word-level (or subword-
level) string transduction while morphological in-
flection generation can be treated as character-level
string transduction. MT models and techniques can
usually be naturally applied to morphological in-
flection, as is shown in recent work on morphologi-
cal inflection (Liu, 2021; Kann and Schütze, 2016;
Cotterell et al., 2016, 2017, 2018; Liu et al., 2018;
McCarthy et al., 2019; Vylomova et al., 2020; Wu
et al., 2020; Moeller et al., 2020, 2021).

Backtranslation (Sennrich et al., 2016) has be-
come a common practice in machine translation
in low-resource scenarios (Fadaee et al., 2017;
Edunov et al., 2018; Hoang et al., 2018; Xia et al.,
2019; Chen et al., 2020; Edunov et al., 2020; Marie
et al., 2020; Liu et al., 2021). There has been work
on data augmentation for morphological generation
in low-resource scenarios (Silfverberg et al., 2017;
Bergmanis et al., 2017; Anastasopoulos and Neu-
big, 2019; Liu and Hulden, 2021), but no previous
work has applied the backtranslation technique. In
this paper, we propose to apply backtranslation as a
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Figure 1: Data example for morphological inflection
and morphological analysis.

data augmentation method in morphological inflec-
tion under low-resource circumstances. Our evalu-
ation of the method on six different languages with
unlabeled data from different resources indicates
that backtranslation can only improve morphologi-
cal inflection in low-resource scenarios when the
unlabeled data set is very clean and has been fil-
tered by the same annotation standards as the la-
beled data.

2 Method

The backtranslation method comes from machine
translation. Suppose we need to translate from lan-
guage A to language B, and we have a parallel text
corpus. Suppose further that we have additional
monolingual data for B. The idea in backtransla-
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Figure 2: Pipeline for applying backtranslation to morphological inflection.

tion is to train an MT model for B-to-A translation
using parallel text, use this MT model to translate
our monolingual B data into A, and then add that
translated data to the A-to-B parallel text corpus
to (re)train an A-to-B translation model. For mor-
phological inflection, the labeled data is usually of
the type shown in Figure 1(a), where we are pro-
vided with triplets consisting of lemma, inflected
form, and a morphosyntactic description (MSD)
tag corresponding to the inflected form. In a mor-
phological inflection task, the input is the lemma
and the MSD, while the expected output is the in-
flected form, as shown in Figure 1(b). To apply
the backtranslation technique to the morphological
inflection task, we can follow a pipeline like the
one illustrated in Figure 2: leverage the labeled
data to train a morphological analyzer instead of
a generator, apply the morphological analyzer to
tag more unlabeled words with MSDs, and then
add the newly labeled data to the original data to
train models for morphological inflection. When
training the morphological analyzer, the input is
the inflected form and the output is the lemma and
the MSD, as is illustrated in Figure 1(c).

3 Experiments and Results

We conduct several experiments to evaluate the
performance of morphological inflection with the
backtranslation data augmentation technique. The
deep learning architecture we use is the Trans-
former model (Vaswani et al., 2017) as imple-
mented in Fairseq (Ott et al., 2019). For our exper-
iments, we use the same hyperparameter settings
as the best-performing system (Liu and Hulden,
2020b,a) in the SIGMORPHON 2020 shared task
on inflection (Vylomova et al., 2020). All mod-
els have been trained with a single NVIDIA Tesla
P100 GPU.

Data Our experiments cover six languages:
Czech, Finnish, German, Russian, Spanish and
Turkish. These languages are selected to include
variety in morphological inflection complexity and
difficulty. Finnish and Turkish are agglutinative
languages, both of which have vowel harmony and
extensive agglutination. Spanish has a rich inflec-

tional system, but is quite regular. Czech is a Slavic
language that uses a Latin writing system, and is
a fusional language with rich morphology. Rus-
sian is also a Slavic language with a rich fusional
morphological inflection system, and is written in
Cyrillic script. German has a relatively limited in-
flectional system, but is challenging due to a high
rate of syncretism. Table 1 provides more details
on the languages.

We follow two settings for our low-resource ex-
periments: 1,000 and 500 training triplets. For the
1,000 training example setting, we use the medium-
size setting data from CoNLL-SIGMORPHON
2018 shared task on type-based morphological in-
flection (Cotterell et al., 2018). For the 500 training
triplet setting, we randomly sample 500 examples
from the 1,000 setting training examples. The two
training data size settings are designed with the
consideration that, on the one hand, data augmen-
tation is not necessary when abundant training data
is available, and on the other that if training data
is too limited, a morphological analyzer of useful
quality is not trainable. The development set and
test set we use are the 2018 SIGMORPHON shared
task development and test sets, unchanged. Each of
the development set and the test set for a language
contains 1,000 triples respectively.1

Our initial experiments used random words from
Wikipedia as unlabeled data to be backtranslated
with the morphological analyzer, but these pilot
experiments showed a significant decrease in the
inflection performance after the backtranslated data
were added. Table 3 in Appendix B shows the per-
formance of each language with 500 original train-
ing examples after adding different amount of back-
translated Wikipedia words. We hypothesized that
the reason for the decrease may be that the words
available from Wikipedia often represent parts-of-
speech (e.g. determiners, adverbs, etc) not found
in the labeled data and thus introduce excessive
noise. Therefore, we changed the source of our un-

1Thanks to one of the reviewers for pointing out that the
amount of the development data makes the experiment not
really so “low-resource”. We agree that 1,000 triples for
validation would be very difficult to obtain in an extremely
low-resource situation.
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Language Language group Morphological typology Writing system

Czech Indo-European/Balto-Slavic/Slavic/West Slavic fusional Latin script
Finnish Uralic/Finnic agglutinative Latin script
German Indo-European/Germanic/West Germanic fusional Latin script
Russian Indo-European/Balto-Slavic/Slavic/East Slavic fusional Cyrillic script
Spanish Indo-European/Italic/Romance/Western Romance fusional Latin script
Turkish Turkic/Common Turkic/Oghuz agglutinative Latin script

Table 1: Language information.

labeled data and conducted further experiments on
two sources: inflected words with labels removed
in the CoNLL-SIGMORPHON 2018 shared task
high-setting training set which are not included in
the medium-setting training set, and words from the
Universal Dependencies (UD) (version 2.6) corpus
(Zeman et al., 2020) for each language, which are
of the same parts-of-speech included in the shared
task data. Details of the treebank data we use for
each language are provided in Table 2 in Appendix
A.

Transformer inflection and analyzer perfor-
mance We first evaluate the base performance
of the inflection model trained with only the 500
or the 1,000 triplet set. The accuracy results are
presented in Figure 3.

As it has been noted that the quality of the back-
translation model (in our case, the morphologi-
cal analyzer) is positively correlated to the ability
of backtranslation data augmentation to yield im-
provements (Currey et al., 2017), we present the
morphological analyzer accuracy in Figure 4. The
development and test data for the morphological
analyzer is created by simply reversing the input
and output of the development and test set data for
morphological inflection.

The reported accuracy for each morphological
inflection model and each morphological analysis
model are the average of five runs with different
random initializations to ensure a good representa-
tion of the model performance.

Morphological inflection performance with
backtranslation data augmentation We exper-
imented with backtranslating different amounts of
delabeled shared task data or UD data. For each
data amount, shared task inflected word forms are
randomly sampled (uniformly) to match the desired
target size for backtranslation (0-9,000 words).
Considering that in real low-resource situations the
words we can obtain are usually frequently used
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Figure 3: Basic Transformer inflection performance at
different training data sizes: 500 or 1,000 training ex-
amples.

0.00

25.00

50.00

75.00

100.00

czech finnish german russian spanish turkish

500 training 1000 training

Figure 4: Transformer morphological analyzer perfor-
mance at different training data sizes: 500 or 1,000
training examples.

ones, when picking from the UD data, we first rank
the words from most frequent to least frequent in
the corpus and pick the most frequent UD words
of the respective parts-of-speech used in the given
training data. We use one random morphological
analyzer trained in the previous step to label the
words, and add the resulting automatically labeled
words to the original training data to train the aug-
mented inflection models. Each augmented inflec-
tion model is trained with five runs using different
random initializations. We use a majority vote by
these five models to pick the final prediction.

The inflection performance obtained by adding
different amounts of backtranslated data to the orig-
inal 500 training triplets is presented in Figure 5.
The legend in each plot indicates the best accu-
racy with the corresponding backtranslation data
augmentation size for each language. Figure 5(a)
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(a) 500-SIGMORPHON

(b) 500-UD

Figure 5: Performance of the Transformer inflection
model trained with backtranslated SIGMORPHON
shared task data or UD data on top of 500 labeled data
points.

shows the results for adding backtranslated CoNLL-
SIGMORPHON shared task data; here, we see that
adding backtranslated data improves the inflection
model for all languages except for Czech. How-
ever, to our surprise, the results for adding back-
translated UD words, as illustrated in Figure 5(b),
show that adding backtranslated data actually hurts
the inflection model.

The pattern is similar when the initial training
data contains 1,000 examples, shown in Figure 6:
though we see that adding backtranslated shared
task words improves the inflection model, adding
backtranslated UD words causes the model to dete-
riorate. This opposite tendency goes quite against
our expectations, especially considering that the
UD words were selected to ensure that they are of
the same parts-of-speech covered in the original
training data. In order to explain the opposite ten-
dency and answer whether backtranslation could
indeed be helpful for morphological generation, we
conducted the following experiments on comparing
different ways of adding backtranslated data.

(a) 1000-SIGMORPHON

(b) 1000-UD

Figure 6: Performance of the Transformer inflection
model trained with backtranslated SIGMORPHON
shared task data or UD data on top of 1,000 labeled
data points.

Morphological inflection with tagged back-
translation Caswell et al. (2019) show that tag-
ging backtranslated source sentences with an ex-
tra distinguishing token can improve the contribu-
tion backtranslated data can provide to machine
translation. This finding is supported in later work
(Marie et al., 2020). Therefore, we hypothesize
that adding a special tag to the lemma and MSD
tag sequence predicted by the morphological ana-
lyzer may improve the performance of the inflec-
tion model trained with the combination of the
original training data and the backtranslated data.

In order to test the hypothesis, we start with ex-
periments on the 500 training example setting. We
train one morphological analyzer for each language,
and use the morphological analyzer to label words
from CoNLL-SIGMORPHON 2018 shared task
not included in the current training set. Then we
add the newly labeled data (in differing amounts as
in the earlier experiment) in two different ways: (1)
add the backtranslated data to the original train-
ing data without any special tag; (2) append a
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(b) [BK] tag + beam search decoding

(a) beam search decoding

Figure 7: Performance of the Transformer inflection
model trained with backtranslated SIGMORPHON
shared task data on top of 500 labeled data points. The
backtranslated data are added without or without a spe-
cial tag <BT>.

special tag <BT> at the end of the MSD feature
sequence before merging the newly automatically
labeled data with the original training data. For
this experiment, we report the results of one run
in Figure 7. The highest accuracy for each lan-
guage is presented in the legend of the each plot
with the corresponding backtranslation data aug-
mentation size. We highlight the languages which
get improved accuracy with tagged backtranslation
in Figure 7(b). We see that only two languages
(Czech and Finnish) are significantly better with
the tagged backtranslation; one language (German)
is significantly worse with tagged backtranslation,
and there is not a significant difference between
tagging or not tagging the backtranslated data for
the other three languages (Russian, Spanish and
Turkish).2

In summary, tagged backtranslation produces
similar results to backtranslation without a special
tag in our experiments, and thus we would not
expect any difference if the words to be analyzed

2We used a paired t test to measure whether the difference
is statistically significant (p < 0.05).

are UD words with tagged backtranslation.

Result analysis In order to understand the per-
formance difference, we examined the delabeled
shared task data and UD words. We find that the
following two reasons which may contribute the
the differences: (1) The delabeled shared task data
cover inflected forms where the lemma form is in-
cluded in the development or test set, while the UD
words do not. In other words, some of the dela-
beled shared task words are for the same lexemes
as some words in the development or test set. This
reveals a problem in the shared task design, as dis-
cussed in Liu and Hulden (2021). (2) There are
discrepancies in the UD words and the delabeled
shared task data. For example, each of the UD
words we used consists of one token, while the de-
labeled shared task data contains words consisting
of multiple tokens. However, multi-token words
are common in the shared task development and
test sets.

4 Discussion and Conclusion

Though backtranslation has become a common
technique in machine translation for data augmen-
tation, our experiments indicate that it is not sig-
nificantly helpful—at least not by itself—for mor-
phological inflection generation, a character-level
string transduction task closely related to MT.

We find small improvements when the backtrans-
lated data is drawn from exactly the same source as
the evaluation data, i.e. the SIGMORPHON shared
task data. When other sources are used, such as
UD or Wikipedia text, backtranslation degrades
performance across all data sizes. Though we have
controlled the part-of-speech of UD words to match
the original training data distribution, adding back-
translated UD words is still unhelpful. Considering
that UD data set is labeled with different annota-
tion standards and may also contain some noise,
this indicates that unlabeled words used for back-
translation need to be noise-free and have been
filtered with the same annotation standards as the
labeled data in order to be helpful. Such a strict
requirement of data correctness probably renders it
unpractical to apply backtranslation to morphologi-
cal inflection generation in most scenarios.

Further, we did not find any significant differ-
ence between the techniques of standard backtrans-
lation and tagged backtranslation in our experi-
ments for morphological inflection.
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ičiūtė, Lene Antonsen, et al. 2020. Universal de-
pendencies 2.6. LINDAT/CLARIAH-CZ digital li-
brary at the Institute of Formal and Applied Linguis-
tics (ÚFAL), Faculty of Mathematics and Physics,
Charles University.

https://doi.org/10.18653/v1/K18-3010
https://doi.org/10.18653/v1/K18-3010
https://doi.org/10.18653/v1/K18-3010
https://doi.org/10.18653/v1/2020.acl-main.532
https://doi.org/10.18653/v1/2020.acl-main.532
https://doi.org/10.18653/v1/W19-4226
https://doi.org/10.18653/v1/W19-4226
https://doi.org/10.18653/v1/W19-4226
https://doi.org/10.18653/v1/2021.acl-long.78
https://doi.org/10.18653/v1/2021.acl-long.78
https://doi.org/10.18653/v1/2021.acl-long.78
https://doi.org/10.18653/v1/2021.acl-long.78
https://doi.org/10.18653/v1/2020.emnlp-main.424
https://doi.org/10.18653/v1/2020.emnlp-main.424
https://doi.org/10.18653/v1/N19-4009
https://doi.org/10.18653/v1/N19-4009
https://doi.org/10.18653/v1/P16-1009
https://doi.org/10.18653/v1/P16-1009
https://doi.org/10.18653/v1/K17-2010
https://doi.org/10.18653/v1/K17-2010
https://doi.org/10.18653/v1/2020.sigmorphon-1.1
https://doi.org/10.18653/v1/2020.sigmorphon-1.1
https://doi.org/10.18653/v1/2020.sigmorphon-1.1
https://doi.org/10.18653/v1/P19-1579
https://doi.org/10.18653/v1/P19-1579
http://hdl.handle.net/11234/1-3226
http://hdl.handle.net/11234/1-3226


88

A Data details

Language treebanks

Czech CAC, CLTT, FicTree, PDT
Finnish FTB, TDT
German GSD, HDT
Russian GSD, SynTagRus, Taiga
Spanish AnCora, GSD
Turkish IMST

Table 2: The UD (version 2.6) treebanks sources we use for each language’s backtranslation data. We obtain the
words from the training set of the treebanks.

B Pilot study results

Augmentation size Czech Finnish German Russian Spanish Turkish

0 66.0 59.4 68.6 63.6 84.4 81.5
500 62.3 50.5 66.9 61.8 75.2 72.4
1k 58.5 45.8 68.9 61.9 71.9 67.5
2k 57.2 41.4 66.2 58.8 68.5 62.5
3k 53.9 41.2 65.9 59.8 66.8 58.9
4k 53.9 35.8 66.2 60.3 66.8 59.3
5k 51.1 36.7 63.0 60.6 63.2 58.3
6k 51.2 36.5 63.0 59.6 61.5 55.3
7k 52.6 37.2 63.9 60.7 60.5 60.4
8k 50.1 33.7 63.8 61.4 60.3 54.0
9k 50.5 33.5 63.0 60.7 57.3 54.7

Table 3: Inflection accuracy (in %) for each language with 500 original training triples after adding different
amount of backtranslated Wikipedia data.


