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Abstract

We present several novel approaches to answer Chinese elementary school social
studies multiple choice questions. Although BERT shows excellent performance on
various reading comprehension tasks, it handles some kinds of questions poorly, in
particular negation, all-of-the-above, and none-of-the-above questions. We thus
propose a novel framework to cascade BERT with preprocessor and
answer-picker/selector modules to address these cases. Experimental results show
the proposed approaches effectively improve the performance of BERT, and thus

demonstrate the feasibility of supplementing BERT with additional modules.

Keywords: Natural Language Inference, Machine Reading Comprehension,
Multiple Choice Question, Question and Answering.

1. Introduction

Machine reading comprehension (MRC) is a challenge for Al research, and is frequently
adopted to seek desired information from knowledge sources such as company document
collections, Wikipedia or the Web for a given question. To evaluate the capability of a MRC
system, different test forms have been adopted in the literature (Qiu ef al., 2019; Liu et al.,
2019) such as binary choice, multiple choice (MC), multiple selection (MS), and cloze. Which

test form to adopt usually depends on the format of the given benchmark/dataset. In this paper,
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Table 1. Example social studies MC question.

Passage =REERER T LHISRE - tHACREES
THACREENE -

Question TIRAIEE I - FR AR AR
BB TR E ?

Options (D) =REEZRRE

Q) BHEEE
) REERE
@ FERE
Answer () =RFEERE

we solve MC questions about traditional Chinese primary school social studies. In this
Chinese Social Studies MC (CSSMC) QA task, the system selects the correct answer from
several candidate options based on a given question and its associated lesson manually
constructed by Taiwan book publishers. Table 1 shows an example of CSSMC, where the
passage is the corresponding supporting evidence (SE).

Previous work on answering MC questions can be divided into statistics-based
approaches (Kouylekov & Magnini, 2005; Heilman & Smith, 2010) and neural-network-based
approaches (Parikh et al., 2016; Chen ef al., 2017). Recent pre-trained language models such
as BERT (Devlin et al., 2019), XLNET (Yang et al., 2019), RoBERTa (Liu et al., 2019), and
ALBERT (Lan et al., 2019) show excellent performance on different RC MC tasks. As BERT
shows excellent performance on various English datasets (e.g., SQuAD 1.1 (Rajpurkar et al.,
2016), GLUE (Wang et al., 2018), etc.), it is adopted as our baseline. Table 6 shows its
performance given the gold SE.

After analyzing error cases, we observed that BERT handles the following question types
poorly: (1) Negation questions, that is, questions with negation phrases such as “FHJEE
(unlikely). For this type of question, BERT selects the same answer for “/NgIY#EAE H HifE
AR - SR NS T RE € B RER U1 TEAR TS 2 (Xiaomin's mother serves at the
post office. What kind of services could Xiaomin's mother provide to the residents?)” and ““/)\
A5 B RIEE R RS - S5/ NS IS A AR & B AR B (HEE RS ? (Xiaomin's
mother serves at the post office. What kind of service could not Xiaomin's mother provide to
the residents?)” (which differ only in the negation word & (net)). BERT evidently pays no
special attention to negative words; however, any one of them would change the desired
answer; (2) All-of-the-above (DL _F&/2) and none-of-the-above (Ll I %:3E) questions,
choices for which include either A/l of the above or None of the above. In both cases, the

answer cannot be handled by simply by selecting the most likely choice without preprocessing
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Table 2. Question types in CSSMC corpus.

Problem type Questions
Negation Question: JE &R A\ FIZFGRRILHIE T - A AJREEE A
BIFHEE?
Options: (DFSEHREFEE QBBETHE Q) MiFEfCEE
(DB ALE
All of the Question: & LAV EE - JIEZNMTAESE LG
above FI|FR 9

Options: (D)FHEEAEBAEER (IRt B ZE T )
el RE R DU LEERE
None of the Question: A AHIMEE - TIFHKE 2 HER > Fk5140
above A S o O — e e g Y e R A A 2
Options: ()EA 2VNMZ G)FE#EF  DLAEEIE

the given choices. Table 2 shows an example of these question types.

The above phenomenon was also observed by Wu & Su (2020), who reported that BERT
achieves superior results mainly by utilizing surface features, and that its performance
degrades significantly when the dataset involves negation words. Moreover, it is difficult for
BERT to learn the semantic meaning of all-of-the-above and none-of-the-above questions,
which suggests that the listed candidate options are all correct or all incorrect, with a small

amount of data.

However, it is difficult to pinpoint the sources of the problem and then find
corresponding remedies within BERT, due to its complicated architecture (even its basic
version includes 12 heads and 12 stacked layers). We thus prefer to keep its implementation
untouched if the problem can be fixed by coupling BERT with external modules. Accordingly,
we here propose a framework that cascades BERT with a preprocessor module and an
answer-picker/selector module. The preprocessor module revises the choices for
all-of-the-above and none-of-the-above questions, and the answer-picker/selector module (a
postprocessor) determines the appropriate choices under the cases mentioned above. The
above approach is inspired by Lin & Su (2021), who demonstrate that BERT learns natural
language inference inefficiently, even for simple binary prediction; however, they also point
out that task-related features and domain knowledge significantly help to improve BERT’s

learning efficiency.

For negation-type questions, instead of picking the highest-scoring choice as usual, the
answer-picker/selector module selects the candidate with the lowest score. On the other hand,

for all-of-the-above or none-of-the-above questions, we use a decision tree to select the
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answer, as illustrated in Figure 2. In these cases, the preprocessor module first replaces the
original “all of the above” or “none of the above” choices with a new choice generated by
concatenating all other choices together (before those candidates are sent to BERT). Take for
example the second last row in Table 2: we replace “LL_F%55E (all of the above)”, the
original last choice, with “fll7E & AKEHMBCERAE Bt B4 iy 20 8 IR B I = HY B R AG 2
(Make welfare policies for elderly people® Provide good nursing care” Establish a sound

medical system)”.

We evaluate the proposed framework on a CSSMC dataset. The experimental results
show the proposed approaches outperform the pure BERT model. This thus constitutes a new
way to supplement BERT with additional modules. We believe the same strategy could be
applied to other DNN models, which — despite good overall performance — are too

complicated to customize for specific problems.

In summary, in this paper we make the following contributions: (1) We propose several
novel approaches to supplement BERT to solve negation, all-of-the-above, and
none-of-the-above questions. (2) Experimental results show that the proposed approach
effectively improves performance, and thus demonstrate the feasibility of supplementing
BERT with additional modules to fix given problems. (3) We construct and release a new
Traditional Chinese Machine Reading Question and Answering dataset to assess the

performance of RC MC models.

In comparison with our previous conference version (Lee et al., 2020), this article
describes additional “Separately Judge then Select” and “Separately Judge Concatenation
then Select” experiments, which adopt a BERT entailment prediction model to handle each
candidate option separately (details are provided in Sections 2.2.1 and 2.2.2) instead of jointly
processing all candidate options together. We have also added Section 3 to describe the

construction of the CSSMC dataset, which we adopt to compare different approaches.

2. Proposed Approaches

2.1 Problem Formulation

Given a social studies problem Q and its corresponding supporting evidence SE, our goal is to
find the most likely answer from the given candidate set 4 = {4, A2, ... A4}, where n is the
total number of available choices or candidates, and 4; denotes the i-th answer candidate. This

task is formulated as follows, where A is the answer to be chosen.

ﬁzargmaxP(Ai]Q,SE,A) (1)

i=1,...,n
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Figure 1. Architecture of proposed SJS approach.

2.2 Proposed Models

Three different approaches are proposed in which we use entailment prediction (Dagan et al.,
2005) to determine whether the candidate option is the correct answer to the question:
(1) Separately judge then select (SJS), which considers each individual candidate option
separately and then selects the final answer based on their output scores; (2) Separately judge
with concatenation then select (SICS), which adopts the framework of the first approach but
first replaces the all-of-the-above (DA I E5/2) and none-of-the-above (DL _F%JE) answer
choices with the concatenation of all the other remaining candidate options before entailment
judgment; (3) Jointly judge then select (JJS), which jointly considers all candidate options to

make the final decision. Details are provided below.

2.2.1 Separately Judge then Select (SJS)

Figure 1 shows the architecture of the proposed SJS approach, which consists of two main
components: (1) the YN-BERT module, a fine-tuned BERT entailment prediction model
(where YN denotes its output is a yes-no binary entailment judgment), and (2) the
answer-picker module, which determines the final answer given the entailment judgment
scores from four different YN-BERT modules. The input sequence is the concatenation of the
associated supporting evidence, a given question, and a specific individual answer

candidate/option. For each answer candidate, YN-BERT outputs an entailment judgment score
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|

act-HES
act-AllAbv: select the “All-of-the-Above” option to be the final answer

i
act-NonAbuv: select the “None-of-the-Above” option to be the final answer
act-HES: select candidate with the Highest Entailment Score to be the final answer
act-LES: select candidate with the Lowest Entailiment Score to be the final answer

Figure 2. Decision tree for SJS approach. Each “act-xxx” is a specific
action to be taken.

used to select either Entail or Not-entail (i.e., the judgment is Entail if the score exceeds 0.5,
and Not-entail otherwise). Entail implies that the given answer candidate is entailed by the
combination of the question and its associated supporting evidence. The answer-picker
module considers the entailment judgment scores of the various choices and selects the most
appropriate one based on the decision tree shown in Figure 2. Note that this decision tree is

used only by the answer picker to make the final decision and is not involved in BERT’s
fine-tuning process.

A given question is classified as negative-type if it includes a negation word within a
pre-specified negation word list, which is obtained from the CSSMC training data, and
currently consists of {“’F& (will not)”, ““NEE (cannot)”, “A1& (not allow)”, “FI& (is
not)”, “’FfEz% (should not)”, ““FHJFE (unlikely)”, ““F5 (do not need)”, ““fF 4 (do not
need)”, ““FH (do not need)”, “’47# (without)”}. Since the proposed approaches aim to
supplement BERT, these negation words are manually picked from the error cases in the

training data-set, on which BERT model make mistakes. Figure 3 shows the examples under

two different inference mechanisms: (1) for a negation-type question (left figure), and (2) a
question with all of the above option (right figure).



Answering Chinese Elementary School Social Studies Multiple Choice Questions 73

Passage: [EAXHIVENS - B - AL, - $2t | Passage: BUTHINE ANERERER) - BEEA
JE R ER ~ FHREGERER 5 b TRRESE AR - BURIEARATIEN
» EEEE I AR  WEEH: B ASUREEE L - B A
HFEER - —{ERBIEEIHIISFT
Question:/NE#ELS H RIEENBARES > 55 /NS | Question: EAIEZ AR RIE SR (L EAVEIRK ?
TSI T RE S R/ BB AT PR 7 Options: ()FHIEEABFIBER 2)F26t REFHIZE
Options: ()FEX - FEK (Q)FRHEALRE G)EFEH: BIFE QRIS EEE A
(4PREEE @ EERE
Entailment-Judgment: Entailment-Judgment:
(Question, $&3K ~ 1K) (Question, #HIFEE AEFIFER) > Entailment
(Question, ¥2HLAER} ) -> the lowest entailment score (Question, 2t BiFHZ-EIEEH) -> Entailment
(Question, UxZHE14 ) (Question, ZEI7{E 2B %) -> Entailment
(Question, {REEZE)
Final Prediction: (2)#2ftAEft Final Answer: (42l EEE

Figure 3. Two inference mechanisms under SJS framework.

2.2.2 Separately Judge with Concatenation then Select (SJCS)

Another approach adopts the framework of the first approach but first recasts “LL_F B2 (all
of the above)” and “LL_F%JE (none of the above)’ answer candidates as the concatenation of
all of the other options. Take for example the last row in Table 2: we replace “IL_FE5JE™, the
original last choice, with “FZ AN/NZAEH4E (elderly people”children“young people)”.
Afterwards, the answer-picker module selects the most appropriate choice based on the
following rule: For negation questions, we select the answer candidate with the lowest
entailment score; otherwise, we select that with the highest entailment score.

2.2.3 Jointly Judge then Select (JJS)

Shown in Figure 4, the system architecture of the JJS approach consists of three main
components: (1) the preprocessor, which recasts “LL_E/Z (all of the above)” and “LL_ &
JE (none of the above)” answer candidates as the concatenation of the other options
(associated with the same question), as shown above, before inputting the
question-choice-evidence combination into the BERT model; (2) the BERT-MC model, a
typical fine-tuned BERT multiple-choice prediction model (Xu et al., 2019) described in
Section 4.1; and (3) the answer selector, a candidate re-selector which for negation-type
questions picks that answer candidate with the lowest score as opposed to that with the highest
score (as for other question types).
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Final Answer

Candidate with Candidate with
the lowest score the highest score
(negation type (non-negation type
question) question)

Answer-Selector

BERT-MC

Pre-processor

Figure 4. System architecture of proposed “Jointly Judge then Select” framework.

3. Chinese Social Studies MRQA Dataset Construction

To evaluate the proposed approaches, we constructed a Chinese Social Studies Machine
Reading and Question Answering (CSSMRQA) dataset, which is a superset of the CSSMC
dataset mentioned above, to assess the capability of different Q&A systems (not just MC
questions). This dataset consists of three question types: (1) yes/no questions, which ask
whether the given question is a correct statement judged from the supporting evidence; (2)
multiple-choice (MC) questions, which include four answer choices from which the correct
one is to be chosen (here, this is the CSSMC dataset adopted in this paper); and (3)
multiple-selection (MS) questions, which are similar to the multiple-choice questions but can
contain more than one correct answer. Below we describe how they are constructed.

3.1 Corpus Collection

We first collected lessons for grades 3 to 6 from elementary-school social studies textbooks
published in Taiwan. For each lesson, we collected relevant questions from leading publishing
houses in Taiwan. We thus obtained 14,103 yes/no questions, 5347 MC questions, and 340
MS questions from a total of 255 lessons. We then annotated the supporting evidence to
indicate what information is needed to answer each question. This is described in detail below.
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3.2 Supporting Evidence (SE) Annotation

We hired two annotators to annotate the supporting evidence for each question. Supporting
evidence is the content in the lesson (associated with the given question) which contains just
the information necessary to answer the question. In the CSSMRQA dataset, each lesson
comprises several paragraphs, and each paragraph comprises several sentences. Supporting
evidence consists of one or more sentences.

We used Doccano (Nakayama et al., 2018), an open-source text annotation tool, as the
platform for annotation. Doccano allows the user to highlight supporting words in the text (i.e.,
those words that provide hints to find the related passage). Given a question and its
corresponding answer (also the lesson associated with the question), the annotators
highlighted supporting words necessary to answer the question. Usually, these supporting
words were words within the given question. Annotators were not allowed to annotate
supporting words across sentence splitters or delimiters. Nonetheless, some questions lack
suitable supporting evidence in the lesson. For example, students may rely on common sense
(instead of textbook context) to answer the question, “Bf F[EI245 A@LEN - & &4t
REEA/NERTLUEEM 2 (1) BRERAVER(EM IR ERm Ak (2) E&EL ZhikayEE: i
IR AISAREER (3) 2R  SHTRISRIEFEIG T 4) {EUSGREE 1 RAYH 5
(What can Xiaoyu (the Chief of Health) do when her classmate litters? (1) Pick up trash after
them silently; (2) Advise the classmate who litters and ask him/her to pick up the litter; (3) It
doesn't matter, just wait until the cleaning time; or (4) Hide litter out of sight)” . In such cases,
annotators found no suitable supporting words in the lesson and thus skipped SE annotation.
Afterward, sentences that contain marked supporting words were annotated as supporting

evidence. Table 3 shows the final results of SE annotation.

Table 3. Supporting evidence annotation in training/dev/test subsets.

Subset Training Dev Test
Questions 3,879 780 778
Questions w/ SE 3,135 604 563
Questions w/o SE 744 176 215
Averaged SPs 1.09 1.16 1.14
Averaged SSs 3.17 2.94 2.73

*Questions w/o SE: the number of questions without supporting evidence
Averaged SPs: the average number of Supporting Paragraphs
Averaged SSs: the average number of Supporting Sentences
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Figure 5. Multiple-choice question annotation.

Figure 5 shows an example of multiple-choice question annotation. Annotators first read
both the question (qtext) and the correct answer (answer) from the right-hand side windows,
and then highlight supporting words (marked with purple boxes) in the lesson. To prevent
annotators from highlighting supporting word regions across sentences, we use special
symbols as separators (||| for paragraphs and || for sentences).

4. Experiments

We conducted experiments on the above CSSMC dataset with the three proposed approaches.
Table 4 shows the dataset statistics. For comparison, we used a typical BERT multiple-choice
implementation (Xu ef al., 2019) as our baseline.

4.1 Baseline: BERT-MC
For the baseline, we used the BERT-MC model, that is, BERT (Devlin ef al., 2019) fine-tuned

for the multiple-choice task as our baseline, as it is the most widely adopted state-of-the-art
model (Xu et al., 2019). It was built by exporting BERT’s final hidden layer into a linear layer
and then taking a softmax operation. For details on the BERT-MC model, please see Xu et al.
(2019). The BERT input sequence consists of “[CLS] SE [SEP] Question [SEP] Option-#i
[SEP]”, where Option-#i denotes the i-th option and [CLS] and [SEP] are special tokens
representing the classification and the passage separators, respectively, as defined in Devlin et
al. (2019). Figure 6 shows the architecture of the BERT baseline model.
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Table 4. CSSMC dataset.

77

Training Dev Test
Lessons 202 27 26
Questions 3,879 780 778
Averaged 11.28 13.93 10.93
paragraphs/lesson
A
#Averaged 46.40 52.67 46.33
entences/lesson
[CLS] 5;551‘::23 [SEP] Question [SEP] Option-#1 [SEP] —| Transformer Linear |—
[CLS] Sgsi%"eﬁg [SEP] Question [SEP] Option-#2 [SEP] —| Transformer Linear |— ;
5
%
[CLS] S;“Eilfi‘;‘:;g [SEP] Question [SEP] Option-#3 [SEP] —»| Transformer Linear |—|
[CLS] Sgsilzl‘:ri’;g [SEP] Question [SEP] Option-#4 [SEP] —| Transformer Linear |—

Figure 6. The architecture of the BERT-MC model (Xu et al., 2019).

4.2 Retrieved Supporting Evidence (SE) Dataset

SE is the corresponding shortest passage based on which the system can answer the given

question. Given the annotation results described in Section 3.2, we find many questions that

involve common-sense reasoning, for which no corresponding SEs can be found in the

retrieved lesson. We denote as SE1 that set of questions for which SEs can be found in the

retrieved lesson (this is termed GSEI if it is also associated with gold SEs); the set of

remaining questions is SE2. Table 5 shows the statistics for GSE1.
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Table 5. CSSMS GSE1 (with gold SEs) subset statistics.

Training Dev Test
Lessons 196 27 26
Questions 3,135 604 563
(NEG*) (53) (14) (15)
( AIAbv&NonAbv®) (332) (69) (56)
Averaged 1135 13.93 10.85
paragraphs/lesson
Averaged sentences/ 46.72 567 46.15
Lesson
*NEG: number of negation-type questions.
b AllJAbv&NonAbv: number of AlIAbv&NonAbv-type questions.
4.3 Results

We conducted two sets of experiments on the CSSMC dataset: (i) GSEI, based on SE1 with
gold SEs, to compare the QA component performance of different models; and (ii) LSE, based
on the whole dataset with all SEs directly retrieved from the Lucene search engine, to compare
different approaches under a real-world situation. Each set covers six different models: (1)
BERT-MC Only, (2) SJS, (3) SJCS, (4) BERT-MC+Neg, (5) BERT-MC+AllAbv&NonAbv, and
(6) BERT-MC+Neg+AllAbv&NonAbv, where BERT-MC Only is the baseline model and Neg
and AlIAbv&NonAbv denote additional answer-selector and preprocessor modules for the
negation and all-of-the-above/none-of-the-above question-types, respectively. We adopted the
setting specified in Xu ef al. (2019) for BERT training. All other models were trained using
the following hyperparameters: (1) a maximum sequence length of 300; (2) a learning rate of
5e-5 with the AdamW optimizer (Loshchilov & Hutter, 2019); (3) 3 to 5 epochs. Table 6
compares the accuracy of various approaches; we report test set performance using the settings

that corresponded to the best dev set performance.

4.3.1 Jointly Judge then Select (JJS)

In this scenario we sought to evaluate the QA component performance of six different models
on the GSE1 subset (i.e., with gold SEs). The GSEI column in Table 6 gives the test set
accuracy rates of various approaches. As the SJS model has special handling for negation and
“PL EYSE (all-of-the-above)” or “LL_F%5JE (none-of-the-above)” questions, it yields better
performance than BERT-MC Only (0.862 vs. 0.849). The SJCS model further replaces the “LL
& & (all-of-the-above)” and “PL_ % JE (none-of-the-above)” options with the
concatenation of the three other options. However, this degrades the baseline performance
significantly, from 0.849 to 0.822. This is because the “Ll_F%/E (all-of-the-above)” and
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Table 6. Test-set performance comparison.

GSEI° GSE1-Neg® | GSEI-AlIAbv&NonAbv* LSE“
BERT-MC  only
(baseline) 0.849 0.200 0.643 0.692
SJS 0.862 NA NA 0.694
SJCS 0.822 NA NA 0.661
BERT-MC
+ Neg 0.870 0.400 NA 0.695
BERT-MC
+ AllAbv& NonAby 0.879 NA 0.839 0.719
BERT-MC
+ Neg
+ AllAbv& NonAby
(also JJS) 0.879 NA NA 0.725

“ GSE1: SEI subset with gold SEs.

® GSE1-Neg: Only negation-type questions within GSE1.

¢ GSE1-AllAbv&NonAbv: Only AllAbv&NonAbv-type questions within GSE1.
¢ LSE: <SE1+SE2> with all SEs retrieved from the Lucene search engine.

“LL F5JE (none-of-the-above)” options are closely related to the other three options.
However, as it considers the concatenation option and the other three options independently,
or separately, without using a complicated decision tree (specified in Figure 3), this approach

is unable to take such correlation into account.

The JJS model (i.e., the last row in Table 6) addresses this problem by considering all of
the options together simultaneously. Table 6 shows that it considerably outperforms the SJCS
model by 5.7% (87.9% - 82.2%) on the test set, which shows that jointly processing all
options together is essential after the concatenation step. The BERT-MC+Neg and
BERT-MC+AIllIAbv&NonAbv models are also evaluated as an ablation analysis. Table 6
indicates they also outperform the BERT-MC only baseline by 2.1% (87.0% - 84.9%) and
3.0% (87.9% - 84.9%) on the test set, respectively, which shows the necessity of both the
preprocessor and answer-selector modules.

Last, to explore the effects of the proposed approaches on specific question types, we
conducted two additional experiments on two GSE1 subsets: (1) the Neg-type only subset,
which contains only negation questions, to compare the performance between the BERT-MC
only and BERT-MC+Neg approaches to evaluate the effectiveness of the answer-selector
module; (2) the AllAbv&NonAbv only subset, which contains only A/l4bv or NonAbv
questions, to compare the BERT-MC only and  BERT-MC+AIlIAbv&NonAbv
approaches to evaluate the effectiveness of the proposed preprocessor. Table 6 clearly shows
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Table 7. Error case of “BERT-MC+Neg” on “GSE1-Neg” subset.
SEs: 41 BEZRGSE I - LERFY - REAS ~ RERTES AR » th LB phis AR T 20, -
"B BPRAEREAE - ERT&EE S WEMRS B T H A LR -
Question: JEFISAEENTH] - S\ EZ LLEIRA HLFEMMmE ?
Options: (N2fNE—E5HE Q2 h1E—EZEAZE G)2hE—@ "4,
(4) FE[F—BES S ETH

Table 8. Error case of “BERT-MC+AlIAbv& NonAbv” on “GSE1-AllAbv& NonAbv”

subset.

SE: T3 EAIL A MER - (R%5 5N RMEREE - BT TR - K
BOTHY  THOTHEE © B0 TEROKSERIE K ERPEATTR - MERZT
AUERE - ABEVENRRARE - EEEYsE AN - EERERERE -

Question: “EERIFATA LR B REARKEREL T KBEAIT [ - SR RE & s
PR SR 2

Options: ()ZEZ5F)TH: QRS GYKETE: DL EEE

that the preprocessor (GSEI-Neg column) and answer-selector (GSE1-AllAbv&NonAbv

column) modules effectively enhance BERT-MC on these two subsets (from 20% to 40%, and

from 64.3% to 83.9%, respectively). The above experiments sufficiently demonstrate the

effectiveness of our proposed approaches (unnecessary combinations are marked “NA” in
Table 6).

The remaining errors in the GSE[-Neg and GSEI-AlIAbv&NonAbv subsets are mainly
due to that answering those questions requires further inference capability. Table 7 shows that
we need to know that “fH A (businessmen)” are people without “FL[EHYIM %% (blood
relations)”. Similarly, Table 8 shows that we need to know that “F:&% g& FHAY T /KHE A
(untreated sewage discharged into the river)” causes “/K'& ;%% (water pollution)”.

4.3.2 LSE (SE1+SE2 with all SEs retrieved from Lucene)

Since the gold SE is not available for real-world applications, this scenario compares the
system performance of different models in a real-world situation. That is, we evaluated
various models with all the SEs retrieved from a search engine (i.e., Apache Lucene
(https://lucene.apache.org/)). Furthermore, to support those questions for which no associated
SEs from the lessons (i.e., the SE2 subset), we used Wikipedia as an external knowledge
resource to provide SEs when possible. We first used Lucene to search the Taiwan
elementary-school social studies textbook and Wikipedia separately to yield two different SEs,
after which we constructed a fused SE by concatenating these two SEs with the format
“Textbook-SE [SEP] Wiki-SE” where Textbook-SE and Wiki-SE denote the two SEs

retrieved from the textbook and Wikipedia, respectively.
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Table 9. Error types.

Error Type Questions
Incorrect Wrong SE: JFE0a 283 » EAJEEKER (TN E
supporting JELE—RE » il H S 7 I S T -
evidence | Question: EEEA L TEIS RAHNTEN - BB IRITE
(52%) VIR > A TEHEH R A 1% R R EE () 2
Options: (DAY ()L G)istH =1IET
Requires SE: FEEHGEM AT BIIDIEEST  BROERILIEERMER 72 -
advanced AT RFIARE 708 2 CHEDER © %~ HEEIREE

éﬁﬁﬁe BB AT
%Wy Question: “/NEAERE T B E BNV - FHIB I E T BiE
@9 s 2

Options: (WA Q)F L QFEEAL GrmL2EEEHE

Experimental results (the LSE column in Table 6) show that both the preprocessor and
the answer selector effectively supplement BERT-MC; performance is improved further when
they are jointly adopted (3.3% = 72.5% - 69.2%). Furthermore, the accuracy of the BERT-MC
only model on LSE is significantly lower than that on GSE1 (69.2% vs. 8§4.9%), which clearly
illustrates that extracting good SEs is essential in QA tasks. Last, to show the influence of
incorporating Wikipedia, we conducted an experiment in which we used only Lucene to
search the textbook. The BERT-MC+Neg+AllAbv&NonAbv model now drops to 70.4% (not
shown in Table 6) from 72.5%, which shows that Wikipedia provides the required common

sense for some cases.

5. Error Analysis and Discussion

We  randomly selected 40 error cases from the test set of the
BERT-MC+Neg+AllAbv&NonAbv model under the “all SEs retrieved from Lucene” scenario.
We found that all errors come from two sources: (1) the correct support evidence was not
retrieved (52%), and (2) the answer requires deep inference (48%). Table 9 shows an example
for each category. For the first example, the retrieved SE is irrelevant to the question; our
model thus fails to produce the correct answer. The second example illustrates that the model
requires further inference capability to know that both “Z4~4HI{R{FHAIR & 1774 (Has the
milk expired?)” and “f£#8 T E FEHAVEEZ (I bought expired cookies in the supermarket)”
are similar events related to “B&mZ A EHEE (Act Governing Food Safety and
Sanitation)”.
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6. Related Work

Before 2015, most work on entailment judgment adopted statistical approaches (Kouylekov &
Magnini, 2005; Heilman & Smith, 2010). In subsequent work, neural network models were
widely adopted due to the availability of large datasets such as RACE (Lai et al., 2017) and
SNLI (Bowman et al., 2015). Parikh et al. (2017) propose the first alignment-and-attention
mechanism, achieving state-of-the-art (SOTA) results on the SNLI dataset. Chen et al. (2017)
further propose a sequential inference model based on chain LSTMs which outperforms
previous models. In recent work, pre-trained language models such as BERT (Devlin et al.,
2019), XLNET (Yang et al., 2019), RoBERTa (Liu et al., 2019) and ALBERT (Lan et al.,
2019) yield superior performance on MC RC tasks. However, these results are obtained
mainly by utilizing surface features (Jiang & Marneffe, 2019). Besides, Zhang et al. (2020)
propose a dual co-matching network to model relationships among passages, questions, and
answer candidates to achieve SOTA results for MC questions. Also, Jin et al. (2020) propose
two-stage transfer learning for coarse-tuning on out-of-domain datasets and fine-tuning on
larger in-domain datasets to further improve performance. In comparison with those previous
approaches, instead of adopting a new inference NN, our proposed approaches supplement the
original BERT with additional modules to address two specific problems that BERT handles
poorly.

7. Conclusion

We present several novel approaches to supplement BERT with additional modules to address
problems with three specific types of questions that BERT-MC handles poorly (i.e., negation,
all-of-the-above, and none-of-the-above). The proposed approach constitutes a new way to
enhance a complicated DNN model with additional modules to pinpoint problems found in
error analysis. Experimental results show the proposed approaches effectively improve
performance, and thus demonstrate the feasibility of supplementing BERT with additional

modules to fix specific problems.
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