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B E G PR AR AR A A Y T SRR B S

Using Transfer Learning to Improve Deep Neural

Networks for Lyrics Emotion Recognition in Chinese

BEZEEE" ~ MREEE ~ MIERK - TRFEFE
Jia-Yi Liao, Ya-Hsuan Lin, Kuan-Cheng Lin, and Jia-Wei Chang

RS

R T EEN R TEREN HarREEE8 T ACHEZAN BEEe
TEeEE - FEEBEIREEUIMIEE BT > B PeRETOCHGE > R
H oSG T 4B B AT T - AT Fee 2 P R U8R T D R T A A S
A —BERT PG/ SR AU T OCHGARV B LR L - EERGEREUR > Hf#
{5 F] BERT 5 5L 4 P i 4 SRR 0 o SR 4 o0 SRR A - S o o g 4 7
FUER SO%HIAERERE » 5 (HEH] BERT %ﬂjj{ﬁﬁfﬁ‘ﬁ%?/ﬂﬂfﬁﬁ EFCAVAEESPa)
FATAR PS5 h SCUETE IR W RE R » REEE R 7 1%V B 44 1 SRR -

Abstract

Emotion is an important attribute in music information retrieval. Deep learning
methods have been widely used in the automatic recognition of music emotion. Most
of the studies focus on the audio data, the role of lyrics in music emotion
classification remains under-appreciated. Due to the richness of English language
resources, most previous studies were based on English lyrics but rarely in Chinese.
This study proposes an approach without specific training for the Chinese lyrics
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emotional classification task: using transfer learning to improve deep neural
networks, BERT pre-training model, for the emotion classification in Chinese lyrics.
The experimental results show that directly using BERT to build an emotion
classification model of CVAT only reach 50% of the classification accuracy.
However, using BERT with transfer learning from CVAW, CVAP, to CVAT can

achieve 71% classification accuracy.
BRaE © HAGEE B > HURIEAEIE 0 BREE > PG

Keywords: Natural Language Processing, Music Emotion Recognition, Transfer
learning, Chinese Lyrics.

1. &&&5 (Introduction)

BRI NBIB G B TR AR VE T iy R Al St Y A 2 o B SRRV S0E T DU AR
SEHHES - HIEENUEZFURETIRE > 280 1548 0T DUE B E S —(EHr 2
FHEM - BEEEEER A BT EANRE N & o HR B R ETIEEERE
CAEMEERTE K > B ARFEE RN TTE > BEEERA LR A E N
e o HEEIF MK (Music Emotion Recognition) FIFA#EH4E 5 S8 A R AHRHME ~ ¥
B SRR AL DI DA A e SRR A NS T 2 SE 1R 4 ARV RASE © H Rk as s
MRS T AC R Z N W& 26 g4 -

% Ff | = 1% (Support Vector Machine, SVM) f1 37 5 1] = [5] §F (Support Vector
Regression, SVR)ZE (251 J7 74 (Han et al., 2009) = Fejy Ga A1 E sRAY S B S8 il U704
AEHE B (Valence) FIMARE(Arousal ) HEf T =44 2 (54 0S8 (Jamdar ef al., 2015) - F&REH
LA PE N SRR S 30 FOBTER A Bl oy B S T S5 45 7y S (Sarkar et al., 2021)
ST R 25 B TR oR A B AR O T T S I B B I i S e R B A B 4B Y2 2 - K
SR TGS o 1528 NBIIE 4 DL TR B 4815 4 1 i 3 B 2 A t(Hu & Downie,
2010) o BfEZREAR ARG & (5] B R R EE A2 8 (HEERE NG N AR sEE— 2
ML R YRR ORI [ (Qiu et al., 2019) = Agrawal et al. (2021)H H#Ea] 7] 157 & — 7 ER {7t
TRBARY AT - FREHE N SCRIRBAMRIRAYRR (% » WG AEWTSE(E FH Transformer-based FYf5 MY
EEITHGE S AP, - I SCHGE B B RHE RRUS RIFHIRCER - S S G E
TR B LA Russell (1980)H7 Valence-Arousal /[ R B2 FRAZE (5 RIS AL #E T 2 4B 15 & AU SR -

AWFERR H— GG E 4 0 7% - B o EAIELY Transformer 55 = THA/ SRIE A
PSS BT I(CVAW) B TR ST 4 FE I 4 7 sBE(CVAP) T » HAGRHEAIER 2
P RSB RN CVAT) » i s B B N A s AU aGE SR T IR S Y BT -

AUFFEHER AV T 55 6N mEE T OB A AR Y ~ FRBY Transformer
2RI B EL FNIHERE SRR - 58 =80y 7 AsmaR B T A se pr{E OV RUTEERHE ~ <
A TH R PR AR A S £ LH AV 2R o SEVUEN R AR ST A SR A Gal B g AV 45 5% © SR AL
B B sl R TR S 3w - Bf& > T8 /S ERARAE RIS BRI AR SR T 1] -
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2. YBR[EIEE (Literature Review)

2.1 4EEEEEAE] (Dimensional Models of Emotion)

15 &8 R Ry — (B G G T IR B B Y T2 25 50 - 4 FE R T PR R o S U B (R Y B 38
(Yang et al., 2008) - FRAE HIMTFE A 2% Russell (1980) B Ay R EIREEEA - Laurier
et al. (2009) HYWFFEHRZREH > Russell /L ERER{E G O] DL B & 0 T B0 42 15 48 Wk
(B« 5% e PR AY 0 W 8] 4 P 1 B BAE - 53 1) By XU (E (Valence) FIMAJE (Arousal) - Z{E
(Valence) (X FFTA 1544 #8 52 A& A 0 RERREUMR - S 3E (Valence) s FEAL A Aol
fii ~ PR > (RE (Valence) (Y FERL RO H FE ~ X - MARE(Arousal) (X FAF & 1M ENTE
J& - SRl AR & (energy) BE B FE R 1ERE (Arousal){H » UFREKHTGRE - AE 2 S Ay 8 B
Pog ~ BT HIELI(Kim et al., 2011)

Arousal
Alarmed e Aroused
Tense o * Astonished
Afraide Angrye .
e Excited
Annoyed e
Distressed o
Frustrated e
® Delighted
e Happy
Valence
Miscrable o * Pleased
Sad e
Gloomy e ® Depressed
’ e Serene
* Content
® At Ease
* Satisfied
Bored
orecse Relaxed
Calm
Droopy e
Tirede * Sleepy

[E] 1. Russell L2200 BEB4E IS4 PRAY
[Figure 1. The circumplex model of affect (Russell, 1980)]

L0E 1 FR > 5% HSE (Valence) NI RE(Arousal) W &l 4 oo - 15 4E -V #00 y
VOfREIZRER - G T PUE 5 R ZE ] - ££ Cano & Morisio (2017a) T 52 ALY Russell 4
JETE AR VO SRR 48 o7 B PUR1(QL ~ Q2 ~ Q3 ~ Q4) » 3Bl Ry th%E ~ fHA ~ 85
FIEESE « DRI - AP e Bty B0 o AR I U7 2R kA 175 48 o R DO SR PR A
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2.2 EjATransformer 7 f£%] (Transformer-based Model)

ARG e AN S T sal S R RO AR B A U 5l [ S AR SO oy )
F#fgl(Barry, 2017; Han et al., 2013) » {Hi2 2t )5 A S @ AR AE 2 2250 VRS G HEA
Foe A B M IR LI 0y a) F > TR LT S RHERE (% (EaGANY & 48154 57 BT
¥ b o BEELPMEL A BT TR A PE(Hu & Downie, 2010; Hu et al., 2009) » Abdillah ef al.
(2020) 28 F AE 1 HE 05 7 B8 (% 1Y %2 1) & %5 50 18 (Long Short-Term Memory > LSTM) ¥f
MoodyLyrics &t} (Cano & Morisio, 2017b) 1 THEHY 48 774 - (HIRERZSFEEE DLEL
SEATHEEEES] o Transformer (Vaswani et al., 2017)HI2 8 £ P AIMEEE H0E - BIERE
JIHIFEH Scaled dot-product Attention FEEfRHS IS THEE » B fEEEAE A [F] 22 fE LT
HYEEZME » mEF BERT (Devlin et al., 2018) THAN SRR RIAE 2o TR (£ R HUS2€0, - BB/
B ~ P AlEl a0 - SR 11 FE(EF% » (115 Transformer-based AYREAIZEFELE H 24
FEE U P OB R - IEHGEE SE PRIV [ > Agrawal et al. 2021)HY W FE{E B HE
I Transformer FYEE S HEIIE Ry 1B 48 T IV R 2L 15 2E3CKGE B s &kt L
EAFAYREL SR o [ Transformer-based J7AHY = RAE

2.3 BfEEE (Transfer Learning)

TEF AL P AR B e - BRGER T EARENEERD » A5 ER R
B - B EREH IR ERYT RS RRI (M < B2 EW AR A T 2 HEER
B - BB R, (Hung et al., 2019) ~ §[E 5L (Fawaz et al., 2018) ~ 3D BEEL(4:
53H7(Chen et al., 2019) « 1+ H ZRGE = PR ELGEI, -t 5 28 F BB RS B 5 194505 7 TE 3| SR i 7R
TSR R BURHEEEEL > Transformer-based HYTFEFISRIEAY » S BHMSGERTE M RERE R
FHANSRAANEE S AUV AR - Hung & Chang (2021)AIIFEF % [ BB ELE M AWM -
AT A EEBH BB EAE SR - KBS EZENE RS ENRERER
HIEESR > R AR A BRI ZERE R A 5E = THI SRS B SO TR 2 -

3. FE# (Methodology)

3.1 EFEE (Datasets)

o FIHEREIFEERIE(Yu e al., 2016; Yu et al., 2017)  ERIFE | fos - fEHE
## 57 B (Chinese Valence-Arousal Words, CVAW) ~ H1 37 4[5 1548 F 5E(Chinese Valence-
Arousal Phrases, CVAP) D) K #1315 4&=EFHEE(Chinese Valence-Arousal Text, CVAT) =
{i&l - CVAW E& 5,512 {E 57 1F455 0 CVAP Hrgiil /5B GIEEITTAIZKE CVAW
HRAVEE - $E 2,998 {[EFSCiESE R RE 0 CVAT RIfE 720 B2k H 6 T [FEIRIHIAERS S
TR » £ 2,009 {E 4]+ « ={EERIEAVEER =+ B & % H(Valence) f1
i (Arousal) » 27 {E(Valence)HY&EE 1 F 9 Hooy il & AR - a1
& AEE(Arousa)VEREIGE | 2] 9 H R FRNIEE) - 8fE (Valence) MM R
(Arousal)#5 fy 5 AR AR E AT F LI5S -
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o WA ERE  BATE BT IR ARERATE R - R SRR QL) &R =(Q2)
FIR=(Q3)KZIRIU(Q4) - Q1 RFLFHTIL 43 & » Q2 (RERFEH ML 45 & >
Q3 ARAFFAFIL 43 5 Q4 URIEF PRI 39 BV Hl A 73 jIAFR(E(Valence)
HIMfE(Arousal) - V #2501 {URIEFITES ~ 0 (RERAFAIFLE - A FEECh 1 AR
TH4E - 0 (RRFAFES -
K1 FREEITERIE

[Table 1. The datasets of Chinese valence-arousal]

A kg e Valence | Arousal
Epjzé%%f\f;%iﬁﬂ 5512 | R 2.8 7.2
qjjz‘%&c%ﬁf“%ﬁ s 2,998 | IFEA[E 8 7.313
PRI | 2000 | s BRSNS | 3 | 3

3.2 2% (Proposed Architecture)

KRG AT ZLRE4N[E] 2 > 538 BERT THAI GRSV T CVAT g 4B aaissy »
A LAY T P 1 e T 4 AL, - BB (e R B B G SRS I T BRIy« A
TS =BV > BB/ NETEREAE R TEE R - /N AR B R AV ARET DL R B
SEEE > 55 =/ Nt am A LA FE F A HGa SUR IR 4B BR8N 7 04 -

3.2.1 EF}7HREE (Data Preproceessing)

CVAW -~ CVAP HI CVAT BHERHERMEANSCT ~ U8 (Valence) -3 HIAEE(Arousal) -
19 o Y CVAW ~ CVAP i HEML > LM EERE S iR —EHE RS -
CVAW+CVAP - [/ 8 bt 2 757 Ryalll SR EERRNEASE - BERT fBEAIE RIFNMES SRR 774 »
R EEE R Ry — (B EUE HET TR SR > LRI CVAT SCFR T T BR A B S iy TR R 3
WEANERES 170 5 > B =8 S RS S I #H 3B (Valence) FIIAE (Arousal)
Iy HIREEE Ry TEE S > AR MEIEEE 5B > fREESS(E (Valence) FIMARE (Arousal )Y TE PR & 77
FEECE|U{E SR - BERT BEATSNSRAV A K SUAR R By 512 58 5] CVAP il CVAW HY3Z
FEAE 10 DA - (il CVAT BYSIAR RS (R 100 SEDAA » By T S e A2 i3
Fila & > AR RERE By 256 MIE 512 « #ii A BERT LAY FT AT BE 751 BB 0
FRRTFITRSRICLS] ER R o AR E i APy EFRr > Ry RER R
TR ITCRFIR[SEPIE Ry SR NIEE B B S & ¥ fEE] BERT rh S5 81— (E &5 [{EE
Ky Token id » Fy 75— Alia Ap P M RERFF—8 B FRERNEAIGEFEFY]
& IE FERF R F I [PAD] » B (%88 fy[a £ 0 751 H B fy 5k & (Tensor) &2 BERT 574
HETTEIISR -
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3.2.2 Ei4H&T (Implementation Details)

AUHFE LRI A4 R (i 4E A P A5 8 —BERT(Devlin et al., 2018) By ELREARE » iiE— D42
T 2ot (Multi-output) B 5 H (Single-output) Wi fEAS AU/ SR 20 - A& 2 Fow » 2005
Hi(Multi-output) 22 £% &y —{[E BERT #E A I ZHEE > — i % {H (Valence) FlIIEE(Arousal)
A {lE EHAE E - B (Single-output) & —{[E BERT &g H B —{E{E (40 Valence) o FHIA
e fE (Valence) ~ MARE(Arousal) iy S {E FEOHI » PRI FE AR 51| R HRF Y 48 25 pr e (1 FH 9 05
72 (Mean square error, MSE) - WifEfs R 4L REER B B RifE /704 © () FHIE CVAW+CVAP
BISZE CVAT ERMEREBREE 7% - 0EZFIS CVAT REHI T E - SRl THifH
JIAMIECES o AR E AR AT E R - BERTANEREN BT S 2B H
FEHEE - QiR AV EISE AR R RIS - IEEEAIEN )7 > £ BERT
THA SRR _E— & Dropout Fl—[@4# M3 8E - (B1L88 fy Adam > B2 AR AR E R
SRR TE Y o R S NI 2R R A O TE | SR ME B S DA
AT HEEHEEAN ) NG EEIE L (loss)HUAIE(R - FIREEET 1e-05 - le-
06 F1 5e-05 = (S HUuE T — Fhi S bbik - TR ISE A Epoch 3%7E £y 100 - I A
Early Stopping HYfH1 » H#if Lo (Patience)5 22 Fy 10 -

......................................................

Valence

—* Fine-tune BERT <
; Arousal

——— Valence i

L ! |Fine-tune BERT —— Arousal

16 2. LHFFLEH < BB - R IR E i FE 2 g

[Figure 2. Training architecture of multi-output and single-output models]
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3.2.3 B 25788 (Lyrics Emotion Classification)

PEFE ESHY H AR R B se AW ST iR By 7V ARETE AR H B G SCARRYIE L T » s #GE
NABETIBEOVEET « B9 BEHGESCRET RS — /N [E R AV THER B 1% 18 AT
TEOHI > B 5 {8 (Valence) FIMAEE (Arousal) » H#i[E £y 0 F] 9 « AREFFEHR IR E R ARG
(Yu et al., 2016; Yu et al., 2017) » Z{&(Valence) F1MAEE (Arousal)ER DL M1 5 AREE
It ST AIRUE (Valence)BHE AT 5 R UL HGE B IE B TG Ay 1~
RU(E(Valence) BB/ NS 5 AR RIERIFEIRZ #GE A& A B AR & 0 0 A5 THHINARE
(Arousal) BB A HA 5 RIIFR AR FENIEZ 3G Ry @ I 48 WA EC By 1~ MARE(Arousal){E/ NP
5 FOE I FENIEZ G o FRPIF & AR Ay 0 - FRAFTRI(E (Valence) FIMAEE (Arousal )50
Z 1B ANEE S R O {E 42 PR Q1 ~ Q2 ~ Q3 1 Q4 HYIF4E /T I 2 455 » mu & Basd H IR -

4. FEREEE (Experimental Result)

AREEIR EREER T W EPEE - B TEESE T UBHERIIEAGEI SRS R - B IERIER
AR RIS IR G AV R » B B % B & A A R AV B A AT A (RN R 07 Ay Bt
o

4.1 F3ELEMEE] (Chinese Emotion Model)

SRR AR T 7 B DL 8 B 2 #ETT - CVAP+CVAW HYISREEFTHIE 853 Bl By 6808
A1 1702 5 © 72 % i (Multi-output) B B i Y (Single-output) A AR SR4S 5 - 403 2 Py
o S AR I U7 R Ry 0.59126 - B HIAL A5 B (Valence) 1A R (Arousal)
(4577 3775 (MSE) 73 il B 0.3788 1 0.77339 » W {E AU AR i (R AV ER B R R y 1e-05 o
2. fF CVAW + CVAP EBMIZE F 4R - 52 H(Multi-output) H B /1]
(Single-output) FIEZIE 43R

[Table 2. Results on multi-output and single-output models]

AR Lt EEER (L) | fBK (loss) Epoch

le-5 0.59126 14

iffif:ﬁ - le-6 0.65283 32
5e-5 0.69301 17

le-5 0.3788 24

Valence le-6 0.39498 35

B gy 20k Se-5 0.51918 4
Single-output le-5 0.77339 12
Arousal le-6 0.92874 19

Se-5 1.8867 12




Co
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}
i
W

W 3 AR EZ N 2R REIE TS - (EZFS CVAT &L £E(Training From Scratch) 17
CVAP+CVAW ERIEFAIEE R CVAT Ef}EE(Transfer Learning) V45 R ACE - i [E
BEHEER RS Ry 1e-05 HUFISRR e » BB RIVITHERAE Fy 0.65696 (BAAREL
BIE 0.72025 « LEBIZIERIGE R IE R B SUERL » HEARZEHET » LB
CVAT fEAR[EIEE R BN R KBRS R - ALRELEEN CVAT GRS
WEEARKBEE LN - £ 4 HAEEWMEIZEHEET > EZFI8 CVAT EREE(Training
From Scratch)fIft CVAP+CVAW &[S HAEIER 2 CVAT ZRI4(Transfer Learning)fJ
5L B Y (Single-output) 4% 2 KU (E (Valence) FIMARE (Arousal )/ /5 M8 17 A Wil H -
B S EEE AL (Valence) i HHY4E SR - ARECEFS (Training From Scratch)iy5 77 3572 (MSE) fy
0.50338 » [fij &8 B4 E2 3 (Transfer Learning)#5 )7 5775 (MSE) 5 0.46624 » KB4 EEH
17 CVAT HAEFRENRLKEBRNGER - KEREZHIVRESEEEL 1e-06 - KEKEHZ
IR HERE le-5 » SREEBEIE le-5 HESHHERET » KBBEFN T HE
0.47898 fRINEIETN AR IBEILT JT5R7E 0.50338 o Lhifiii ] /AR (Arousal 455 » &K
BISEEEN) CVAT HIFJ550R7 By 0.84259 B AREIELHY 0.87107 » W & [EIEH AL B2 24
Z2 5y 1e-05 HRHES B ELAE R -

f‘ig 3. ZEUFEMulti-outpuy) SEEBETHLRERBE L CVAP BFEZLE

[Table 3. CVAP results on the multi-output model with/without transfer learning]

Jivk EHEAR (L) 8% (loss) Epoch
le-5 0.72025 10
1€ 0 Flll%k CVAT
le-6 0.73979 58
From Scratch
5e-5 0.80925 10
le-5 0.65696 3
KBS E
le-6 0.67836 22
Transfer Learning
5e-5 0.70594 2




LA B8 2 RS PR RS IR P X 5 (53 Do 9

f‘g 4. HBHIRRESingle-output) $EEEE LB LMER B LIF CVAP BFEZL

[Table 4. CVAP results on the single-output model with/without transfer learning|

Jik LTl EEER (L) | 48K (loss) Epoch

le-5 0.50338 12
Valence le-6 0.51199 44

7€ 0§14k CVAT Se-5 0.55236 6
From Scratch le-5 0.87107 5
Arousal le-6 0.93317 28
Se-5 0.9303 10

le-5 0.47898 4

Valence le-6 0.46624 15

L BT Se-5 0.53422 5
Transfer Learning le-5 0.84259 1
Arousal le-6 0.88142 7

Se-5 0.93479 11

4.2 P HEE G R 2 EREE (Verification of Chinese Lyrics Emotion
Model)

I B v am AT L H ST 4R FH 7 e SRR oy B 2 G55 55—/ INEf R A e SRR

YRGS BB U/INERTE ME— 2055 Valence-Arousal SN S A SR o S AGEI G 4E 5y

SRR AL g HH B E (Valence) FIMARE (Arousal ) T VE(E 5 {F RyBEI{E » BHRR REARP

[ EAYPUESFRERIQL ~ Q2 ~ Q3 ~ Q4) » HEIFLE LS A% 8 vk » Hadt ~ #K

=~ BRITEHIGY Valence #{EFI Arousal #{E ~ FEHIATESE A E B -

4.2.1 PEREHEIBFE TR (Chinese Lyrics Emotion Classification Results)

KB EE CVAT BAIBUREGEREE CVAT BRI R G154 7 SRR B A A 45 58
W S AR FE&EISEEENT CVAT 738 0 QL H 26%A S #8877 Q2 » 19% & # s 77
B Q4 (&7 2.3%E#53Ek Q3> LBt E1E Q1 MYE4EHH > %48 (Valence) FIMAEE (Arousal)
HA P BSEATATRE » 2 {H (Valence) HIMARE(Arousal) FIHFH5E 7 AYRE 2.3% - Q4 H
56% #WeE5T By Q3 #irEk Q2 BTIRERy 5% > (EH 2.5%E#5rA Q1 » WELETE Q4 1Y
IFEEERIH > ERE (Valence) 5 5 # 53 FHEH 2R - Q2 HYIE 45 £4 T ERsE S R > 1A 2%
AT Q3 > R 2% G R KAl (Arousa) i $EEA 774 - Q3 A 16% & HisE 7R Q2 »
HErnVERE R IEES B LELETE Q3 MBS RA 16% & R FIARE (Arousal )7 850 5745 o
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RECBEHY CVAT 73BT - QLA 14%1 85775 Q2 » 25.6%#E5H 77K Q3 » 35%f5H
Q4> Q2 HH 62%57 S IERE » HER 37% B #isE 575 Q3 > Q3 A 14%#isE 7k Q2> H
BRTHIENE » Q4 H 7. 7% M85 7R Q2 » 69%E Z st 77k Q3 » A 29% 3 TR -

OB CVAT RIRIBLR GBI E Y CVAT BEAIIGEIE 46/ Ja45 5 413 6 At
o SOBRSEEENY CVAT AR HGEIFE 0 BV &y 0.71 - 128 Q1 1 Q4 /Y F1-
score B3 > 47 B A 0.69 F1 0.51 » ] Q2 F1 Q3 AY Fl-score #55; » 475 A 0.83 F1 0.72 - 7k
KBS ELE N CVAT ARG (B4 0 Y AEMEE By 0.50 » [FER /24 Q1 Al Q4 Y F1-
score X > 47 B A 0.41 F1 0.29 » [ Q2 F1 Q3 AY Fl-score #5547 Hl A 0.64 1 0.55 - tk
R ECB IS 2 N AR SR OB RS B2 H Y > KBRS ER R th g — (B 5 4G Ay 7
BGE R A EN AR KBRS AIE > T[15 R BTGRP BE CVAT R B2 B (R A
B EHAERGENEE s HLESIRENS R  RrEEBS 2 ENELIE
CVAW+CVAP Bk} o At 835 B0y SO R A BN PE MR AR 3G SRR 15 48 Y
FHKRE

K. BT T B | BTN E S E L

[Table 5. Results on the model with/without transfer learning by confusion matrix/

Prediction by CVAT: Transfer Learning
Ql Q2 Q3 Q4
Ql 23 8 1 11
True Q2 0 44 1 0
Q3 0 7 36 0
Q4 1 2 19 17
Prediction by CVAT: Training from Scratch
Q1 Q2 Q3 Q4
Q1 11 6 11 15
True Q2 0 28 17 0
Q3 0 6 37 0
Q4 0 3 27 9
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[Table 6. Results on the model with/without transfer learning]

CVAT : Transfer Learning

Label Precision Recall F1-score
Q1 0.96 0.53 0.69
Q2 0.72 0.98 0.83
Q3 0.64 0.84 0.72
Q4 0.61 0.44 0.51

Accuracy 0.71

CVAT: Training From Scratch

Label Precision Recall F1-score
Q1 1.00 0.26 0.41
Q2 0.65 0.62 0.64
Q3 0.40 0.86 0.55
Q4 0.38 0.23 0.29

Accuracy 0.50

4.2.2 Valence-Arousal 43357 455 (Valence-Arousal Plane Classification Result)

b/ INE R 5 B (B (Valence) MM 2 (Arousal )WY FEUHIGSE 5L - &8RS ER Y CVAT AR
Valence-Arousal SEH 2 4r 58455 - A1F% 7 FosUE (Valence) FIMARE(Arousal ) A 77 FEZEE
Z2H Fs 0.76 o AL {H(Valence) Y & [ 1F4% H > Recall £y 1 FIR 80 & & [A)1F 45 HEa#
e IERE S H > Precision fy 0.67 » FRoR#THM A& MIAVEGEAEILE 120 & - A 80 E# EHE
oy BB AITESE (B 40 EIEERIE K E A5 480G #EeE s o B R A A B 4 - 28 (Valence)
HYIEA &S » Recall fy 0.56 » FoRA 50 HIERIEEAVHGH EMEHH - HA 40 HIE
] B S I RE A W o JE By B[R] 54  Precision By 1 FoRUETEN B IE [RIB 40T GE4EILE
S0 -+ M S0 B EHENE S IH o fEMARE(Arousa)HEN B 4E 1 Recall £ 0.71 » FoRaidt
H 105 EHHGEER T R EIELS - A 75 EREESE - 30 BIEZ R REIE S
AR A Y 5 o B R SIS 4 - Precision £y 0.88 » Fonfl TR By (5 4 Y KAl 44
851 » H - H 75 BRI IEME B AEEIESE - (2F 10 ERshara B MEn g -
FEARE (Arousal YRI5 4% 1 > Recall £ 0.85° FoRILF 65 wakGElEW: 748 B ARG 4
H 55 EWIEMES B A 10 GFEM T BEERE 48 HEE #2885 70 IR S E (5 4% » Precision
Fy 0.65  FRHE T Ry FEFG S I AGAISEILE 85 & 0 55 E G IERETEN A E G 48
BF 30 EHsharA B FER G4 -
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%
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[Table 7. Classification results on the four categories of valence-arousall

Valence
Label Precision Recall F1-score
1(+) 1.00 0.56 0.71
0() 0.67 1.00 0.80
Accuracy 0.76
Arousal
Label Precision Recall F1-score
1(+) 0.88 0.71 0.79
0(-) 0.65 0.85 0.73
Accuracy 0.76

5. §f&% (Discussion)

10 By S Y R R P 45 SR S8 T A (Arousa Y RHEOICEER T - 5245 FAE Z{E I FT h # A
¥4 (Malheiro et al., 2016; Yu et al., 2016; Cano & Morisio, 2017b) » EFFH {F fitsm th S 20E
GEE R} > SCEHYIAEE (Arousal) 4k FEEEE DU 57 » HEHDHENE [ 808 E AR S R
EDIHURMAK o Ram e 2 2 2 Bl VAR T - SOBBR A4S R B R &L
BREHGE R HAETE S AR U SR - s88H/E CVAW 1 CVAP WM{EERIEERTEEFHY
Fifel » AR CVAT o4 B4R RIEERE - (EEBRso R A1 A8 75 1 A i BiGa 5L
KRINEERGE R HEIZEE] - CVAT SRS REER B » BRI #GE SRy R A
SRtEiE BN ARERH CVAT i BURKEMEH R0 FHE0E A B HGE SR
BB - I B AR AR E EEEESCRAAR I N ZE] 71%HYAERERS -

FA o BT o SR SRR 0 i R 2 G Y B S8 AR R R ELTE T o RET A R [E15 4
PRIt - o DLy U B —E 4 - DIFR 8 o » HEEIESk(Label) & IE[AEN(Q1)HIE
BUTEMI(Predict) Ky & RDHENQRY " E4F | 18 B Tl BT BSE AV G B 4 o0 i > 4558
W 9 Fn » BHHEESE 1A TIROEERE A, ~ T HEFRRER]  gifE T
T EEEmES  HERMIRTI & EESE - HRIEESTE ST TiRERt
FER - TIRERFERIME ) - TILREEEREr R, o A THRE
HURE ~ FREERIVIESE - BT A ER L - MRS ZHETEHE YT - WEL
TR VIR A R R AI(QL) » MR GAZ R RN e — YA E - 77 RlIE TR
HIEW K BEAZEAE AT A HET A AIE > Ehi i Ay 55 B A R TR EE (Arousal)
R aDIEHESE =S EN S By 5.40 0 IS E% A0 5.371 > FRMHEHISE =
Gy EE - HEASETIR TokiE | RS EAEETIEIERE o EESE ISR IUE EEEE]
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FDIIEESR - B ELIEEEIUS —a) T RS, - THRIARH ) RIS EE MAEER
DRIEE 058 ) 5~ HOMARE (Arousa) R [ » {EFEBRI TGS SRACE - Beig —AYIAEE (Arousal) it
488 & 4.94 -

HEE DL EAVEE SRR I AYT SR IR REHE I A [F) ) TV IE ~ S A fE R AR
MARE(Arousa)RE Y] - [FINF > FMTEEFIER LG T HE RS S HIEE - EHGT
TR AT e S B A A S - Ry E A EE A BN KRl
AR - BRI IEE A ATRE -

8. PTG I R

[Table 8. Classification results on Chinese lyrics emotion]

S EeE (R SERE G ) \Ys A Predict | Label

HE RRGB IR AAERESE H—F

FE | iR AR 4936 [5.038 | Q1 | QI
oty SEE S RIS FAIREE & | || o | o)

SRRASAS T ST RRAE (57

JEVESHES Foim R R s REERITE ZUEE
(i) HOAWWE EESES ISR IREE (REE4 5.800 4836 | Q4 | Q4
ST

iR R EZS e e L E T ERRR

IR T - N >
PRI e fepikiE s AR R (O

4360 14.809 | Q3 | Q3

F9. Ty " FELF HIFE T3 E 2 Valence-Arousal FERGEE

[Table 9. Prediction of valence-arousal by the example sentences from a song|

% aEE V(+-) | A1)
B REVOBIRIONR AR — e R R
U s i) 4.509¢:) | 3.07¢+)
SR A s ] TR S ek A1
2| TEsmES IR A 3.156(+) | 4.88(-)
IR TR (VR (REE (LR
| EE BRI AR A S113(H) | 5.40C)
R e i s PP D
TELEE TRAEEZ TR SN : :
IRl R (VR (REE (LR
S| Emm moraE R 5766(+) |3.371(+)
R A R (A RS (RREA (ELL IR
O | mwm wrEE LLREEE SRR R 6.094(+) 15-226(*)
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6. 455 (Conclusion)

AWt Feie i IS Transformer (YEE S THEISRIA RIS ch SR G BRI R TEE B 5UF
SHEDRH Y57 12 FH I efEA 9 3B (Valence) R (Arousal #ET TARRE © £ BB ELER
THEBEREEIREEREFNEL > BREREWNET SUEE I T SRR EE
HEHVRHEL > AR T SUBEE SRS - FF - AR OB 8 E RoRBIERIIEAY
RGBS 8 SRR E A TS B ORGSR > SBI(E T oUE
EERHES AR EAVEL - ARG RS R EER T ERE - EARBEARE
T BIAEE(Arousa YIS EEELIEE Y © 1% > IITERFHG PG ENFESS
GHANEIESE - MEBESE N TARER - E BRI ARG SR G EE T
A EI IR » FEAR AR SR 5 16 o] DAKE— B s aaa] (2 s 2o T i 4 DA S AR SR %5 7 =T -
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A Pretrained YouTuber Embeddings for Improving

Sentiment Classification of YouTube Comments
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Abstract

Technology is changing the way we consume information and entertainment.
YouTube streaming video services provide a discussion function that allows video
publishers to know what matters most to the people they want to love their brand.
Through comments, video publishers can better understand the audience’s thoughts
and even help video publishers improve their video quality. We propsoe a classifier
based on machine learning and BERT to automatically detect YouTuber preferences,
video preferences, and excitement levels. In order to make high performance of
models, we use a pretrained YouTuber embeddings to enhance performance, which
is trained in advance based on roughly 175,000 pieces of videos’ comments that
contain YouTubers’ name. YouTuber embeddings can capture some of the semantics
and character of the relation between YouTubers. Experimental results show that the
performances of machine learning-based models with YouTuber embeddings have
improved overall accuracy and F1-score on all sentiment classications. The result
validates that YouTuber embedding training is significantly helpful when detecting
audience sentiment towards YouTubers. On the contrary, BERT model cannot
perfectly deal with the polarity classificational tasks when using YouTubers
embeddings. However, the BERT model construction is more suitable for addressing
multi-dimensional classification tasks, such as the five-labels classification task used
in this task. Conclusion, the sentiment detection task on the YouTube can improve
performance by the proposed multi-dimensional sentiment indicators and our

solution to modify the structure on classifiers.
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1. Introduction

Due to the rapid rise of new media, streaming platforms and video providers have increased.
According to one report, 68% of people prefer watching a video rather than reading a long
product manual to acquire information. People change the way of their entertainment even daily
habitual. No one wants to be tied to a TV schedule, so people nowadays favor subscribing to
streaming video services, such as Netflix or YouTube, to enjoy watching videos anytime and
anywhere. Also, mobile phone viewers or smartphone viewers have increased astonishingly.
YouTube reports that mobile video consumption is rising with an impressive rate of 100 percent
every year. The large amount of data captured by video platforms provides insights for video
streaming apps, and video stream services make recommendations based on audience’s viewing
profiles. Because of High-speed internet connectivity, more and more people have been allowed
to become YouTubers and create large volumes of high-quality videos. YouTube has 16 million
active users in Taiwan monthly, and nearly 93% of users have visited YouTube. It seems that
YouTube has played an increasingly important role in modern life and entertainment. Therefore,
we aim to analyze audience’s habitual preferences on consuming information and entertainment

on YouTube.

According to the audience’s watching records, YouTube can create customized
recommended content, which means consumers’ interests have been collected and analyzed by
YouTube. On the contrary, YouTubers, who upload videos to the YouTube platform, also want
to check their videos’ performance. YouTube has provided several analysis functions such as
average view duration, browsing history, variance in audience’s demographics, Etc for
YouTubers to check their channel’s performance. However, it lacks sentiment analysis on the
audience's comments. It is verified that public views, comments, and attitudes towards many
events can be analyzed through social media (Heredia et al., 2016). Public reviews on Amazon
were used to evaluate users’ opinions and determine the audience’s preference by classifying
opinions into negative, positive, and neutral (Bhatt et al., 2015). Therefore, we deduced that
YouTube could also serve as a sentiment analysis platform because it provides an increasing

number of comments.

We utilized comments to monitor YouTube viewers’ emotions in the previous task by
designing three sentiment indicators, YouTuber preference, video preferences, and excitement
level. In this task, we are not changing sentiment indicators but aim to optimize the result of
sentiment detection, hoping to get higher overall accuracy to analyze audience’s feelings. We
not only use comments to monitor emotions, but we also consider characteristics in YouTube
channels as an additional feature. Before restarting the experiment, we trained YouTubers’
correlation and established YouTuber embeddings, a critical vector in determining what
characteristic YouTubers shared between each other. Also, the similarity between different

channels can be calculated by placing similar YouTubers close together in the embedding space.
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The social sentiment is excellent in providing a better understanding of how their audience
perceives the YouTuber channel or brand. In general, sentiment analysis focuses on determining
positive, negative, or neutral emotions (Cunha et al., 2019). Therefore, before this task, we also
conducted some experiments that used YouTube comments to identify users’ positive, negative,
or neutral emotions and how strong those emotions are. Unlike previous tasks, we change our
method in the experiment stage. We combine comments and use our established YouTuber word
embedding. Not only to capture emotions behind everything social viewers but also to measure
YouTubers intimately by translating YouTubers’ features into a relatively low-dimensional
space. The analyzing result may help video loaders who want to identify their viewers’ depth

of feeling and provide a chance for YouTubers to engage with their viewers directly.

By modifying the structure of models that contain pre-trained YouTuber word embeddings
as part of the sentence input, we expect a better model’s performance than the previous tasks,
not containing pre-trained YouTuber word embedding. Anticipate that YouTuber word

embedding can provide additional information when analyzing sentiment tasks.

2. Related Work

Various models deal with text-based sentiment classification tasks. Machine learning-based
models are used to address the text classification task (Zhang & Zheng, 2016). Other deep
learning models have been used for sentiment analysis and obtained acceptable performances
(Hassan & Mahmood, 2017). Recently, it has refreshed the best performance of using pre-
trained language models, such as Bidirectional Encoder Representations from the Transformers
(BERT) because its pre-trained method has captured linguistic structure from learning and
detecting different tasks. Sun et al. (2019) have explored BERT pre-trained structure to deal
with classification task and achieve excellent performance through the way of fine-tuning in the
downstream tasks. In our previous task, we also fine-tuning BERT model to detect a multi-
dimensional aspect of the audience’s comments. Although the experiment results outperformed
machine learning-based classifiers and even had similar outcomes in the deep learning-based
classifier, it may lack task-specific knowledge and domain-related knowledge to further
improve the BERT model's performance. Considering viewers may present different passion
intensities through many kinds of channels they watch, so we take channels’ information, which
means the types and features of YouTubers, into consideration. For example, YouTubers who
always share ironic videos, their viewers may reflect stronger emotions than educational videos.
Peters et al. (2018) realized that word representations are key component in many neural
language understanding models, so they introduced a new type of word representations which
can deal with syntax and semantics. However, our way of dealing with complex characteristics
of word use is adding YouTubers’ information into each comment. We proposed pre-trained
YouTuber embeddings to fully present domain-related knowledge in YouTube, so we can
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confirm whether characteristic of YouTubers can improve models’ comprehension. Specifically,
we concatenate the original sentence embedding and YouTuber embeddings which serve as

additional features when analyzing comments’ emotion tendency.

Compared with the limited dataset for training a relatedness between terms, more
researchers have focused on using a pre-trained word embedding to understand semantic
relatedness and similarity between terms in recent years. Zhu et al. (2017) show that increasing
the size of datasets can identify more relations of biomedical terms even though it does not
guarantee models’ better precision. As a result, because of the small size of dataset, researcher
often have to use pre-trained word embeddings to better capture meaningful vectors. Rezaeinia
et al. (2017) have increased the accuracy on sentiment analysis research by using pre-trained
word embeddings. Their method is experience different word representation methods, such as
Part-of-Speech (POS) tagging techniques, lexicon-based approaches, and Word2Vec/Glove

methods to compare their effectiveness.

Recently word embeddings methods have been widely applied in downstream models.
Aydogan & Karci (2020) used Word2Vec method on a large corpus of approximately 11 billion
words to train word vectors, then applied to deep neural networks. The result did show that
embedding method affected the rate of accuracy. Another research used pre-trained word
embedding as a critical component for its downstream models. (Miyato et al., 2017). Cited from
the above experiences, initially, we decided to utilize word vectors from the 2021 Wikipedia
Chinese corpus to represent YouTuber similarity because of the large size of corpuses. However,
we only focus on capturing the strong connection between each YouTuber and extracting
characteristic behind YouTubers. According to our selected 25 YouTuber’s channels, we select
comments beneath each channel latest ten videos. Then, we filter these substantial comments
by checking whether comments involve different YouTubers’ names. Comments that up to
standard are remained to train YouTubers embeddings. To compare whether the sentiment
detection tasks can perform better by adding generating exact vectors, we propose a novel

method, concatenating comments with YouTubers embeddings, to apply on classifiers.

Usherwood & Smit (2019) focus on comparing BERT and top classical machine learning
approaches on a trinary sentiment classification task. Their task aims to verify whether BERT
can perform state-of-the-art result when one only has 100-1000 labelled examples per class. As
the result, BERT outperformed top classical machine learning algorithms even when training
with 100 examples per class. Another research shows the superiority of BERT and support to
use BERT as a default technique in NLP problems (Gonzalez-Carvajal & Garrido-Merchan
2020). With similar task, we apply our own generated word vectors and go on the previous
algorithms to determine if these approaches may represent the better result or even both BERT

and machine learning-based methods are valid options.
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3. Methodology

Figure 1 shows the proposed method for sentiment analysis and classification processes. Firstly,
we collected the audience’s comments from the YouTube platform and subsequently labeled
these comments according to our designed three sentiment indicators. Data preprocessing works
include transferring emojis to texts and establishing a YouTube-based dictionary for
tokenization. Next, all comments are converted into vectors, and YouTuber embedding is
prepared to concatenate in the proper layer according to models. Finally, by the experiment
stage, we evaluate the performance of each classifier in three detection tasks and discuss a

comparative study.

Youtube

Data Labeling

Data Preprocessing

Machine Learning Deep Learning

YouTuber Embedding YouTuber Embedding

= | =

Evaluate

RandomForest
Xgboost
SVM

Figure 1. The process of the proposed sentiment analysis in this paper

3.1 Comment Collection

To cover the diversity of YouTube channels, we generated our dataset by selecting different
types of YouTube channels. The composition of the selected videos’ film creation types with
game 1%, education 4%, DIY with 4%, science and technology with 5%, comedy 9%,
entertainment with 28%, and blog with 49%. Through these 25 selected channels, we then filter
five videos from each channel that have been highly popular or controversial since 2019 because
people imminently show their interest in new tread and debatable topics. Therefore, the data
source contains a total of 125 videos. In this way, we collected more controversial and

polarizing comments, and it becomes easier for annotators to determine the sentimental
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tendency of comments. However, to avoid different accumulated numbers of comments in each
video, we randomly remain 100 pieces of comments from each video. Thus, a total of 12500

pieces of comments is taken into consideration.

3.2 Definition of Sentiment Indicators

YouTube has provided a discussion function for audiences to express their opinion by clicking
like or dislike bottom under the videos. However, positive or negative sentiment classifications
cannot explain why the audience does not like the videos and what reason keeps the audience
subscribing to a specific channel. There is no noticeable analysis of likes and dislikes opinion,
so we design three indicators, YouTube preference, video preference, and excitement level, to

investigate different aspects of the audience’s comment.

. YouTuber preference: In the indicator of YouTuber preference, comments can roughly
divide into non-relative and relative towards YouTubers. Excluding non-relative comments, the
rest comments that talk about YouTubers’ names or affairs can continue to dig into positive,

negative, and neutral attitudes according to their comments’ content.

. Video preference: The indicator categories are the same as YouTuber preference. Non-
relative, unlike, neutral, and like are four categories used to judge Video preference. For example,

comments that do not talk about video content will be labeled as non-relative comments.

. Excitement level: This indicator is designed into five categories, from barely excited to
hyper excited. We classify the audience’s speaking tone from no emotion to extreme emotion state
step by step. In addition, we consider emojis a judgment in this indicator because people tend to
use emojis as their comments. For example, the second level of Excited level means the audience

can speak confidently and contain two types of emojis.

3.3 Sentiment Indicator Labeling

The main drawback of using own data sources is having to label our dataset. Therefore, the
main objective is to address semantic comprehension gaps between annotators. We introduce
some guidelines to properly annotate our comments. For example, watching videos before
annotation is required because it might resonate powerfully with the audience’s opinions.
During the annotation process, we eliminate some non-relative comments, such as
advertisements, comments that not using Mandarin, comments that post links to external web
pages, and merely timestamps in the comments, to optimize the availability of the dataset. In
the last part, we use the majority decision to filter out inconsistent labels unless each comment

annotation is marked as the same point.

In Table 1, we use three methods to calculate agreement scores after labeling comments,
which include Krippendorff's Alpha, Fleiss's Kappa, and Cronbach's Alpha. With
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Krippendorff's Alpha method, due to the reason that values smaller than 0.667 represent as
discard data, so our three indicators are shown not up to the standard. Fleiss's Kappa method
stands for fair and moderate data because values between 0.21 to 0.6 are considered acceptable
levels. Cronbach's Alpha method evaluates three indicators as outstanding labeling work
because a value higher than 0.7 may show annotation agreement, let alone we get 0.9 on
Excitement level. Therefore, two of the methods were qualified as acceptance results, and thus

we provide an adequately labeled dataset to train and assess a given model.

Table 1. Annotation agreement scores for each indicator.

YouTuber preference | Video preference | Excitement level
Krippendorff's Alpha 0.5829 0.4545 0.3898
Fleiss's Kappa 0.5840 0.4594 0.3928
Cronbach's Alpha 0.8520 0.7264 0.900

3.4 Text Preprocessing

We consider emojis as part of emotional expressions. The first step of text processing is to
transfer emojis to text, so dealing with rich emojis is our priority. We transfer emojis to text by
the package called “emojiswitch.” Then we establish a user-defined dictionary to recognize
specific words, such as YouTubers’ names and the texts transferred from emojis. In this way,
we go through word tokenization, and thus now we can accurately determine unique objects
from a user-defined dictionary. After these two parts, we go through word tokenization using
the current state-of-the-art word tokenization tool created by the Chinese Knowledge and
Information Processing (CKIP) Group. This tool is available for dealing with tokenization in
Mandarin. In previous task, after completing all these above steps, we can start model training
and evaluating.

3.5 Training YouTuber Embedding

There are various sentiment analysis techniques, but recently, word embeddings have been
widely used in sentiment classification tasks. Word2Vec and GloVe are among the most
accurate and usable word embedding methods to convert words into meaningful vectors.
Therefore, we trained YouTubers embedding, a dense vector representation of words that
capture something about their meaning, to present meaningful vectors to understand the
relationship between YouTubers.

To have the best results when using the generated embeddings, we selected ten newly
released videos, due to October 2021, from 25 YouTube channels that are the primary data

source in this task. The comments’ contents are selected based on having YouTubers’ names,
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whether lead actors/actresses or supporting actors/actresses. A total of 175,000 pieces of
comments remains and applied to train YouTuber correlations. As a result, we present a
YouTuber embedding dictionary that stores YouTubers’ names and their corresponding 300-
dimensional vector. This step aims to retrieve information about the audience’s perceptions of
different YouTubers because YouTubers’ attitudes or behavior can stand for the character of
the channel. In this way, the similarity between YouTubers has been predicted and presented in
a low-dimensional vector. After training YouTuber embedding, we can use this vectorial
representation to replace the YouTuber variable and obtain the corresponding vector from each
comment. For example, we use each comment as a key to finding which YouTuber’s channel
is, and the YouTuber information can continue to map with its 300-dimensional vector. The
next step is to apply this embedding; the input may be comment vectors after an additional

YouTuber embedding to automatically train on classification models.

3.6 Training Classifiers

We propose a BERT-based model via constructing an additional embedding layer before
calculating the probability distributions over categorical labels. In the beginning, we did not
change the input; we sum the position embeddings, word embeddings, and segmentation
embeddings for each token. Then we add YouTuber embeddings to each sequence after
extracting the hidden state vector. Finally, using a SoftMax classifier to determine over
categorical labels. Figure 2 shows the modified structure of BERT model. We only used
comments to detect audience’s emotions and did not change the structure of pretrained BERT
model in the previous task. This time, we still remain comments and incorporate YouTube

domain knowledge by adding YouTuber embedding to detect emotion variance more precisely.

Besides the BERT-based model, machine learning-based models: RandomForest, Xgboost,
and SVM, are also used as a classifier to deal with dimensional sentiment analysis tasks. We
transform comments into numerical vectors using TF-IDF, greatly improving the more basic
methods like word counts in text analysis with machine learning. TF-IDF gives us a way to
associate each word in a document with a number that represents how relevant each word is in
that document. In the previous task, the TF-IDF score was fed to algorithms. However, we add
a 300-dimensional vector, which stands for Youtubers’ information, after retrieving the TF-IDF
score of each comment at this time. Simply put, each comment may find their corresponded
YouTubes’ channel at first. Then, each channel can be mapped with our pre-trained YouTube

word embeddings.
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Figure 2. Structure of BERT model with YouTuber embedding.

3.7 Classification Tasks

Sentiment analysis is a fast-growing area and one of the well-known tasks of research in natural
language processing (NLP) and text classifications. To better capture wide emotion variance on
the audience’s comment, we use three sentiment indicators and five modified models to train
classifiers and analyze five targets, T1 to T5 in this task. The following elaborates the meaning

of five tasks for our experiment.

. T1: Whether comments are related to YouTubers is a binary classification task. The data
sources are generated from the result of the indicator, YouTubers preferences. By rearranging the
category of the labeled datasets, we merge the annotation result of unlike, neutral, and like
comments into related comments. In contrast, non-related comments remain to be. This
classification task is aims to discover the motivation behind watching videos. If comments are

talking about YouTubers’ affairs, audience might pay attention to YouTubers.

. T2: Audience’s sentiment towards YouTubers is an extended issue from an indicator of
YouTuber preference. Exclude non-relative comments; we extract unlike, neutral, and like
comments from the annotation result. Like to dislike can serve as an indicator for YouTubers to
check the followers of his or her channel. Also, YouTubers can know what attractive they own or

what causes them to make a nuisance.

° T3: Whether comments are related to videos, also be rearranged from the indicator, video
preference. We duplicate the same techniques for whether comments are related to YouTubers but
present a completely different meaning. This task may explain whether the contents of the video
arouse discussion or become no interest to the audience. If the topic interested to the audience, it

may show more relative comments towards video.
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. T4: Audience’s sentiment towards videos excludes non-relative comments from the
indicator, video preference; The rest of the comments can deal with the audience’s sentiment
towards video. Even if watching the same channel, the different themes will captivate and engage
different audiences. Therefore, this task may help YouTubers understand their audience’s

preferences within a specific channel.

. T5: Corresponding to the indicator of excitement level, TS aims to analyze the audience’s
emotional ups and downs from barely excited to hyper excited, which can firmly confirm the
degree of support from different audiences and affirm the audience’s attitude towards specific

i1ssues.

4. Experiment

4.1 Dataset

Moving to the composition of annotated comments according to three indicators. We applied
three indicators to five analysis tasks, so comments have also been rearranged into five datasets.
When analyzing the target, whether comments are related to Youtubers, the proportion of the
non-relative comments to the relative comments is three to one. It presented that audiences
prefer talking about video content rather than YouTubers’ affairs. At the same time, it comes
out that the most significant piece of comments was labeled as like in audience’s sentiment
towards YouTubers, which is extracted from the above relative comments. This composition
made sense because if people do not like someone, they may not notice their condition, even
watching their channel. Next, relative comments in whether comments are related to video
account for the majority in the task, and 60 percent of comments with a neutral attitude talked
about the video’s content. This proportion presented that the audience does not frequently
present animosity on the YouTube platform within our selected channels. The fifth analyzing
task, emotional ups and downs, revealed that the audience could express their health and

happiness by commenting. The following table shows the proportion of data to our five tasks.
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Table 2. Distribution of five tasks.

Task Class Number
Non-Relative 8223 (75%)
T Non-Relative 2776 (25%)
Unlike 287 (10%)
T2 Neutral 784 (28%)
Like 1705 (61%)
Non-Relative 1036 (10%)
B Relative 9775 (90%)
Unlike 659 (7%)
T4 Neutral 5842 (60%)
Like 3274 (33%)
Barely excited 2788 (30%)
Slightly excited 2478 (27%)
T5 Excited 2341 (25%)
Fairly excited 1136 (12%)
Hyper excited 471 (5%)

4.2 Experiment Design

This section presents multiple models in Table 4 that we experiment with. Except for BERT
models that we followed it pre-trained parameters, other models have experimented with
different parameters. We configure the best parameters on each model through experiments and
then apply them to analyze different aspects of sentiment tasks. Also, we use 5-fold cross-
validation to ensure the performance for all models. By fixedly setting k=5 to our dataset, 80%
of data will be randomly selected for training and 20% for testing in each fold. In M1, M2, M3,
M4, we set the number of epochs as 10 through the entire training dataset to make sure that the
BERT model can have enough time to learn the pattern from social comments. After conducting
experiments, we evaluate and interpret the performances of different models through the
suitable metrics used for classification problems: overall accuracy. The results of social

sentiment analysis are shown in the next section.
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Table 3. There are four models use to solve three tasks.

Model | Description

Ml BERT model using bert-base-multilingual-cased pre-trained model

M2 BERT model using distilbert-base-multilingual-cased pre-trained model

BERT model using bert-base-multilingual-cased pre-trained model

M3 + YouTuber embedding

BERT model using distilbert-base-multilingual-cased pre-trained model + YouTuber
embedding

M5 RandomForest

M6 Xgboost

M7 SVM

M8 RandomForest + YouTuber embedding
M9 Xgboost + YouTuber embedding

M10 SVM + YouTuber embedding

M4

4.3 Experiment Result

Figure 3 and Figure 4 are the result of predicting the target, whether comments are related to
YouTubers. The result shows that adding YouTuber embedding machine learning-based
classifiers can better detect relative or non-relative comments towards YouTubers. On the
contrary, after adding YouTuber embedding, the BERT model does not show better
performances in the prediction result. We can also notice that M6 performed the worst in the
previous task. However, it improved to become M9 and serve as the best classifier in the end.

whether comments are related to Youtubers
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Figure 3. Models’ accuracy on whether comments is related to YouTubers.
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Figure 4. Models’ F1-score on whether comments is related to YouTubers.

Figure 5. and Figure 6 show the result of the audience’s sentiment towards YouTubers.

The data in this detection task is comment about YouTubers’ affairs, so we expected that adding

YouTuber embedding after each comments can increase overall accuracy and F1-score.

Machine learning-based classifiers proved the same result with our exception. The models

‘performances have at least increased 7% in overall accuracy and 8% in F1-score. However,

BERT, the variance seen from M2 to M4 surprisingly decrease.
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Figure 5. Models’ accuracy on audience’s sentiment towards YouTubers.
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Figure 6. Models’ F1-score on audience’s sentiment towards YouTubers.

Figure 7 and Figure 8 are the result of predicting the target, whether comments are related

to videos. We notice that overall accuracy in all models is upscale to nearly 90%. However, the
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improvement in Fl-score is limited, only increasing smaller than 3% or even regressing in
BERT method when adding YouTuber embedding. We deduce the small amount of increment
or even getting worse because YouTubers’ information has little relationship with determining

relative or non-relative comments towards videos.
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Figure 7. Models’ accuracy on whether comments is related to videos

whether comments are related the videos

0.8
0.7 0.67 0.66
06 0.61
) 0.53 0.54
o8 0.49 0.49 I 0s 05 oz
. HH N ] []
M1 M3 M2 M4 M5 M8 M6 M9 M7 M10
I BERT-based without YouTuber embedding F1-score B machine learnig-based without YouTuber embedding F1-score
I BERT-based with YouTuber embedding F1-score machine learnig-based with YouTuber embedding F1-score

Figure 8. Models’ F1-score on whether comments is related to videos

Figure 9 and Figure 10 are the result of predicting the audience’s sentiment towards videos.
Although data in this detection task is comments that discuss video content, the experiment
result show that machine learning-based methods improved the predicted result after adding
YouTuber embedding. In comparison, M4 and M4 do less well than before, decreasing from

5% to 10% and becoming the worst classifier.
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Figure 9. Models’ accuracy on audience’s sentiment towards videos.
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Figure 10. Models’ F1-score on audience’s sentiment towards videos.

Figure 11 and Figure 12 shows the result of predicting the audience’s emotional ups and
downs from their leaving comments. Compared with adding YouTuber embedding and without
YouTuber embedding, the former method can improve model performance in machine learning-
based methods. We deduce that the improvement may result from different types of YouTubers
having different audiences. The more controversial YouTuber, the more excitement level may
show in their audience’s comments. For example, a YouTuber who prefers talking about
political issues may vary their audience emotional variance than educational channels.
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Figure 11. Models’ accuracy on emotional ups and downs.
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Figure 12. Models’ F1-score on emotional ups and downs.
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4.4 Discussion

In summary, there are three findings after we conducted experiments (1) Within machine
learning-based models, the experiment results validate that adding YouTuber embedding is an
effective way to identify audiences’ emotions and depth of feeling. Also, we notice that
YouTuber embedding is significantly helpful when detecting audience sentiment towards
YouTubers. This result explains that we successfully trained YouTuber word embedding by
using many comments with YouTubers’ or guests’ names who are invited on YouTuber’s
channel. (2) We notice that BERT neither improves the prediction score nor goes backward, a
nearly ten percent decrease when predicting T1, T2, and T3. However, when predicting TS5, two
kinds of BERT (M3 and M4) do not regress their performance but remain top ranking. This
result explains that BERT’s model construction is more suitable for addressing multi-
dimensional classification tasks. (3) Except for BERT models that performance well in
determining audience’s emotional ups and downs, BERT cannot perfectly deal with the polarity
classificational tasks after adding YouTubers embedding. We also discover two characters that
social media users own on the YouTube streaming platform. People prefer to discuss videos’
content rather than YouTubes’ affairs. In addition, people do not frequently present animosity

in their comments; most people present their comments as neutral or barely excited attitudes.

5. Conclusion

This paper focuses on improving the over-all accuracy and F1-score on dimensional sentiment
classification task. This time, we combine comments with YouTuber embeddings to train on
the all classifiers. In machine learning-based classifiers, we use TF-IDF as sentence vectors and
concatenate YouTuber Embedding in the last layer to fit in RandomForest, Xgboost, and SVM.
On the contrary, we add YouTuber embeddings to the hidden state vector of BERT model. After
that, we compare the above experiments’ result with the previous tasks that only utilize
comments as our data sources. Although BERT does not present a better prediction score on
sentiment polarity problems, it perfectly deals with a muti-dimensional problem, the task of
predicting the audience's excitement level. This result proves the superiority of BERT by
achieving at least 10 % more in overall accuracy and Fl-score than other classifiers. In
comparison to the traditional machine learning classifiers, we identify that although machine
learning models cannot perform as well as BERT before adding YouTuber embeddings, the
performances of the machine learning-based classifiers can be dramatically improved after our
proposed method which concatenating comments text with trained YouTubers embeddings to

these classifier.
Analyzing the public’s perception of YouTubers and the influence of their videos is a

challenging task for researchers so far. Much work has been done in this paper, but it still has a

long way to overcome some problems. In this research, we have emphasized the following
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problems in order to make our results improve. In the future, we could explore more information
on YouTube, such as combining videos’ cover photo as features, to optimize multiple-
dimensional sentiment analysis tasks. In this way, even if imbalanced dataset, models may
identify feature represented on the picture and capture different aspects of information that
cannot present in context only. In addition, with the recent emergence of deep learning, an
increasing number of researchers have started to use deep neural networks to deal with
sentiment analysis, we may explore deep leering techniques to automated detect the audience’s
preference on social media. Last but not least, others indicators, such as whether the comments
contain an ironic statement or whether the comments contain an erotic statement, can be added
for analyzing other aspects of the audience’s comments. The latter proposed indicator may serve
as a guard for children’s users, and the former indicator may prevent YouTubers from getting
into conflict with their fans.
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Abstract

The masking-based speech enhancement method pursues a multiplicative mask that
applies to the spectrogram of input noise-corrupted utterance, and a deep neural
network (DNN) is often used to learn the mask. In particular, the features commonly
used for automatic speech recognition can serve as the input of the DNN to learn the
well-behaved mask that significantly reduce the noise distortion of processed
utterances. This study proposes to preprocess the input speech features for the ideal
ratio mask (IRM)-based DNN by lowpass filtering in order to alleviate the noise
components. In particular, we employ the discrete wavelet transform (DWT) to
decompose the temporal speech feature sequence and scale down the detail
coefficients, which correspond to the high-pass portion of the sequence. Preliminary
experiments conducted on a subset of TIMIT corpus reveal that the proposed method
can make the resulting IRM achieve higher speech quality and intelligibility for the
babble noise-corrupted signals compared with the original IRM, indicating that the
lowpass filtered temporal feature sequence can learn a superior IRM network for

speech enhancement.
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Keywords: Speech Enhancement, Temporal Feature Sequence, Lowpass Filtering,
Ideal Ratio Mask, Wavelet Transform
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AT T AN > A RS EE A BN G E4E ~ I ARZEENRITEE
fErE byl > MEEERAREEZE () MBESERE (ml) avBHE MR REE
AR DAEERE - DU A Hr RS2 RE G B TN Y B RE A A5 5

EREE PRIV T > AT AR RS 23 Al 2% A E BUA IR B - ARG
RGN ] B MR A i Sy - 18 B U AT 2R B TRUNIGE SR AV RE ST B 2 o o DUARHT
FEEBENREE LA RG] » PR R 2 £ o8 L AR R HL R IR R R a g
HEASEHERRBEEEE 2 U BENEEZENER (prototype) H# - (B &%
FE R RS R R B AN SRS 8 [ HGEE BB ELE -

TRIZSCRR(Wang et al., 2014) » 512 R A RS 238 7 5B S i LA TR =34k B AR EL
FILLGY Ry WK A - $fBR X (mapping) BAZEEESX (masking) - 7l B FEKHL—{E ¥ B el
B (5 00 S iy B B AR R RZRRE I 2R AR ED  A0FREGERITE Y~ B E
(spectrogram) E{ELHGHFHEERE (cochleagram) 1% /2 KHL—{EIEEE (mask) - FHLABLFE G
i AGHOR R E B E BRI REAYAE R » (AR SRR HYEH IR 2 B AE BT R B AUARAE - ff
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BRSO SR AT er B - B A GRS R B R ] DU R R A 2 R B
AR E I RER MR - B SO SR A e B L - RIS L e SR 1 Ry Yt A SR
TEgE (BIIIREER) - &5 - (HAT AR P2 DU S A sE 5 o b S 2 S i
R MHBEEB AR 7B T IrEE  (ideal binary mask, IBM) (Wang, 2005;
Srinivasan ef al., 2006) ~ FEAEEL S (ideal ratio mask, IRM) (Srinivasan ef al., 2006) ~ #§
HEOR T (spectral magnitude mask, SMM) (Wang et al., 2014) ~ ¥ 83 A8 L )35 2=
(complex ideal ratio mask, cIRM) (Williamson et al., 2016) ~ fHA7 AU #E S (phase-sensitive
mask, PSM) (Erdogan et al., 2015) % -

TEARWTE R » FE R Rl 7 e EEE s LA A » B2 37 Bl Sk
AR AR GE S AR VI E RS SR THEE 3 (pre-processing) » ( HAL & HYHER
FEBEK - DA 2 & A3 SROE B0 BRAE SENIEHE » MEFHTHEREE 7L - BEBE S
B —Pe EES U Nz A (discrete wavelet transform, DWT) (Mallat, 1999)] » BHRHEIE 515y
B THERTHEHEMA (modulation frequency bands) » 2 HFE i HAAT FE A (S5
BT 2 P A AR - Fo iRF 5 B SR A B 3 BB P B B ~ 25 8 — P S B0/ N R R
(inverse discrete wavelet transform, IDWT) B4 EFS » B AR E B KEIET
o PR 1% N AU 71 R 3 o 2 B A

RO 2 R - SRR S ATRE B TR AV 22 (Kanedera et al., 1997,
Chen & Bilmes, 2007) : 82556 & FHEIF 75 MR 1Hz 2 16 Hz Z [ > DL—f%
HUETERUE SR 100 Hz TS FHEUFFI B2 (8588 #H77 £5[0,50 Hz] » [RIFL1& FARHT
e DR EEEE RSy o MRS N S RS SR BB R H - E AR HIE A B -

N FEFASUER(Wang et al., 2018)Ff it - {5 F/ Nz BEHA oy faE B R IR P 71 ~ DR PR
HAMERAE (detail coefficients » fHE R S IT) BEREZBERE > AR
THHEED RS PERE > M2 REENHUEREHR AT 2 58S R E Ty iR
KRR IR o HHEF T e R S R A R S B B YRR S R LR -

2. R A (Proposed Method)

TEARTZE T > FRAPI8EFE N DU 25 24 e 11y 2 38 AE L (513 25 (ideal ratio mask, IRM)SZ: » 3538
HRSREGET 2 — RSB (spectrogram) SUELMEHFSAIE (cochleagram) EFHEAY IRk
HE
_ [s(m,f)|?

M(m, f) = Is(m, )12 +|d(m,f)|2’ 1)
Seb + [sCm, £)PERId(m, £) (25 B2 T HEHAE B S o L M S B P et
AR f 7 B 4E B (i (time-frequency unit, T-F unit) FrtfERYEZ R 552 B4 FERVEE & » FEA
A SRR AR o RSB TS R H R TR S S AR A Ty - BRI AT AR
(Dt EHEHAELLGIEENE - 7R IRM ZEEEEAITEII SR 5 AR -

FEFRAPIRE B ikt o B LGNS IRM 5E RS AU i (o FH A 5B S5 R i e 1
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DOLME R BR s - &5 BEANH H R AR oy - B E R R A EE S R oKL IRM
PRI - THIAE IRM SRR A FAARHECE E . IRM A58 - BESKHT S (A 8 25 2 H)
Hl R R e R EAYRE -

BHE—ENE - P FHEEsN i (discrete wavelet transform, DWT) (Mallat,
1999; Wang et al., 2018) 5K T it Ra@ e R 2 > 053 IR A2 7E DWT H o3 fig il e 7
HYBER 7 (2 L AL » AE ) R Bl B Y AR A g P SR AL AN B - BEAHEA—REHY
(B3 R B8 1T S AT (B -

PR » FRAIBCI LT J7 /A0 0 B -

Sl SRFEES -

WBE— ¢ KElIGREE (training set) TPAYE—FERTHENVEE S x[n] > &5 HE(L (framing) Bieg
& (windowing) PIJHEIRAE R FHER S, [n]18 (mEEHERT]) > FARHE RS HE RS
FEENREL > 41 amplitude modulation spectrogram (f5f# AMS), relative spectral transformed
perceptual linear prediction coefficients (f&5f# RASTA-PLP), mel-frequency cepstral coefficients
(f5f% MFCC) K Gammatone filterbank power spectra (f5if§ GF) =% - FfM & FERY D 4EEE S
FHEUA B LAXn BN » X Bs—D X 1 W TIAR » ekt H LI E R MAEEHE - R TERY
B R EUEM ARIR Ry

X=[Xo X; " Xy-1] ()
HERSFRD XM -
BB ¢ Rl RO — S d B kY ) 2

[Xa0Xa1 - Xam-1] 3)

DXg[mIRFR 2 HRBEXNE AR Ty RSl xM > il <d <D -
RATHE— 4R 51X o [m] DA — P& Bl R N s N DA R0 T -

[cAgq[m], cDg4[m]] = DWT(X,4[m]) “
HPDWT(.) XFEEEEU N (discrete wavelet transform) ~  cAy[m]EL cDy[m]55 7l By
A S T S5-I AT (D4 B (approximation coefficients) AT £ {48 (detail coefficients) » ELH]
R FEARF X g [m] Z AR AL o B e R oy » B E N R ey R —F » B
BB -

HBE= MR E— P BRI 58Dy [m] 13 E—{E/NA 1 AV a » FFELFE AT
BB S ~ &0 SRR N B R S AR Y R T

X4[m] = IDWT([cA,[m], a x cD4[m]]) (5)
Hf X [m] By S R S 5] A AR S P X g [m] > X [m] B &8 KA =
oy RILIEE B e DSk eI A E -
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BRI © S A% IRM GERRITHI A% » BT R B0 51{Ka[m] 1 < d < DME
Foli A > DIEEFE IRM BEEE(E B HERH LY - /IR IRM A - ERERHE B3 (4)
TR = 1 AIFTHIGREY IRM ARG (BIEE A FAERHEEI9R) IRM fHAI5E 4= —
e

HEAPSES

IR 55 R W0 [E 36k 5 ) 2 PR R A A = (B B8~ SREUE AR < RiiRe /31 - i
A SREE Y IRM SRRV AR > 638 58 (B B 5 8 2 T R IR B {ERGSRAE. (dot
product) > BTG58 B & AYRFARIE » & 78 & B RCEE B i s A B R I RF IR 5T -

3. EEBE%E (Experimental Setup)

SRR (Wang et al., 2014)Frig EATREZCHE > FAPIEH T TIMIT EiRHEME 5raEH (HY
B By 16 kHz) SRESSHEIRMIFTRENTE - Ed o JISEEET 5 EEE - BA
10 AJ4E 50 EzEA) > MPHEREAIE & T EYISREREM 3 sk ~ &A 10 A3 30 {E:E
) o FAMHFINSRELHIEEE 7)#2 A babble FaHl - 5L (signal-to-noise ratio, SNR) [&]7E
-2 dB o TEFIISRELHES IRM 2 B [ > i ARSI 5 T AMS ~ RASTA-PLP -
MFCC Ei GF VOf# - [EF - MG 5 (EZHE (frames) K —(E&ERE > (F
Ty AR FE TR iy A BT > RSN > Ze R fy 4 iHi45 Jg (densely connected layers)4fps » 3
e 4 EEE  SEREREEH 1024 (E#HLET (neurons) R o BAEEKEGES 2 B
BEAEE (cochleagram) HY#EER » HAHEEIERA 64 4 > fHE 64 {Ei#7E (channel)

FERRAIFTEEATHT IRM FI4R0E L - S AR 51 2 SHETGE (SIGED A
ETHIREEQ 7 HIEIE £ 0,0.25,0.50,0.75 » FELEIZSANET A8 2 BAIIAZ 7Y IRM 2%
Rz (A IRM T fEZ EHa =1) -

TE {55 FH BBl B N Rz Bt B R gt > FRAFIE AT db2 /N7 ek -

TERHEREE b FAFEH T PESQ 73 #i(Rix et al., 200 ) FysB & fnE  (quality) Y%
EHFEFE - STOI 43%(Taal ef al., 201 1){E B35S ol 38 M (intelligibility) FYZEHFSEE » PESQ
SPEUTA-0.5 81 4.5 ] > STOI 438910t 0 B 1 2 [ > Bk s (AFReE i e/ ml3E
PERRAE -

4. EEGERBES S (Experimental Results and Discussions)

FERMIHIEHEEER L B R=80 KERWE R - 55— B HEREMATAE
B2 i N\ EH S Rl R R HIE - IRM AL > 55 30 07 2 S B > 68 P BR — T 2 iy A5
EATallER s a2 IRM 18R > e MRAEERTER 73 o - BRFTPTIENT 5 A Z AR Ry ks
FRAIETRY IRM SRERYECE - 55 =B 73 A2 RS chIRH A E R o - R R AR B R 2 IRM iy

! Matlab toolbox for DNN based speech separation .Retrieved from
http://web.cse.ohio-state.edu/pnl/DNN_toolbox/
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SRALHIRE S AN R -

4.1 ERFTERER I AR EFTSHVIRMAZEE ST (The IRM Results and
Analyses for the Case using all kinds of Features)
B R A TREEREE R B AT - & HEAE IRM (SR H R FEE 2 B ik
ZHERORTS ) KJE 4R IRM (fiE R 46 AR B4k IATRE s MINAE B8R B R
Fir¥fERY PESQ 81 STOL fy~-19(H - fEttRd » WA AIEE]
1. FEsHEE 2CEIE AR IRM RFR1% - 71 PESQ B STOI #1521 AR IS -
2. JE4A IRM BEZA T REAT AREEEE O - (B R BH TR IRM A 722EE - 15 AR THEH
FEREES (R0 Hpfifofilaziset o B R ey 2SR A TR R0 25/ -
3. EBREIVARIABIRIISKMTS IRM /£ STOI Bl PESQ Ky EA A% » 45
{5 FHZ= SRR 2 IRM 13 EIE{RAY STOI 538 -
T 1R B PEE B HE A PER IRM ~ JRA5 IRM, ((E/FJRFFREL) ~ JR45 IRM
(SRR B ORI ) I PR #/EHT STOI B8 PESQ 25578 + JRAF

B VTEE I (AMS, RASTA-PLP, MFCC, GF) HEZ)jiiie
[Table 1. The PESQ and STOI results for the baseline, oracle IRM, original IRM,

(using the original combo static features) and IRM; (using the original combo static
and delta features) |

KRR HAH IRM J5 45 IRM, [E4A IRM,
STOI 0.6130 0.9004 0.6763 0.6658
PESQ 1.6081 2.6408 1.7755 1.7748

PN MR HE TR IRM BlISR0E - 3R 2 I THEA I Z EREES - 46
TE AR FY 2 SR A FIEE - &GI8 IRM ArffERy STOI B2 PESQ
T8 fErER T > BFIE LU RS

1. B R RS e AR RN » 2B aEESCE A S E] T E &Y STOI
B1 PESQ {H (a = 0.257£ STOI 73 #iFRY} > a = 0.25,0.50 #£ PESQ 53 #RI1) - L5
B 1 T ARSNGB A IRM AR~ DUIH TR EAFATRCR -

2. 2ABRGRE a=0)BVEBER(EIE a = 0.75) FHE MR DRI EEEH

A Z/VE Al PESQ B STOL {HizTT » a = 015 & EAY PESQ {E > iia = 0.75/1{#
STOL 0 e A: »
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2 2. R e PRI IRM ~ JRAG IRM ((E/HIRTFERAL) « T ITEE a

IR ESZ IRM (KRB B ) B2 ERTSTOI £

B - [FIHEIIREEAY (AMS, RASTA-PLP, MFCC, GF) #EFIT#%
[Table 2. The PESQ and STOI results for the baseline, oracle IRM, original IRM,
(using the original combo static features) and the lowpass-filtered IRM, (using the
lowpass filtered combo static features with different assignments of parameter a)]

4 PESQ FF7

A EREEafIHEHESH IRM,
JF 46 IRM,
0 0.25 0.50 0.75
STOI 0.6763 0.6767 0.6728 0.6799 0.6789
PESQ 1.7755 1.7844 1.7612 1.7717 1.7760

HA o R 3T THEEIMERZEREE > i AR BRI 2 SR GER F
fUREE - &38R IRM FrffEry STOI B PESQ 738y > fRIER T - TfIALL T HYEEA -

- AERGRFELG IRM (1

{EFHECAfEE (0.75) £ STOL 8 PESQ #VAHHHRAHTL

#E > HAEY ME R asoE HANR — RIS 2B R - ErERNE - &
(B FHZ=E R - Z R B S ELSNH T RS SR > R A
KA P SRR 0 SR S SR o/ NI - BT R] 22 2 PR A R -

2. ERRFIRER 2 B3R 3 AVRUR [EIR LR - SEHUERRE STOL{H (0.6799) HYZ " A
ZERHE (FHa = 0.50 ZHIFIEFHE S HY IRM 7% - [TEEFIR(E PESQ & (1.7996)
HIRIE T EHZERRE - [FHa = 0.75 ZHIHERESHE ) 09 IRM 3k -

K 3. R EE e AP IRM ~ JRAG IRM, (/R R =B

ERFER

B ) ~ e E a AIFFTEEH IRM (GREIEEFE) E2E 2 EFT STl
H PESQ FE77 8 - [RTFEHIVIREFE (AMS, RASTA-PLP, MFCC, GF) 5l

[Table 3. The PESQ and STOI results for the baseline, oracle IRM, original IRM,
(using the original combo static and delta features) and the lowpass filtered IRM;
(using the lowpass filtered combo static and delta features with different assignments

7#

of parameter a)]

A EHREE IR S 2 IRM,
JF46 IRM;
0 0.25 0.50 0.75
STOI 0.6658 0.6639 0.6671 0.6615 0.6682
PESQ 1.7748 1.7819 1.7916 1.7589 1.7996

4.2 The IRM Results and Analyses for the Case using each Individual Kind

of Features
FEri—&it > JMAEKER

g
&Fa

VUSRS 2 IRM HYSSCR - M09 Bt s (s Fr 51

(R F] DAHE— 205 (L IRM - AE AT > F PR — PR R S EERIAVR (R & AMS,

RASTA-PLP, MFCC, GF) %f* IRM %§AE

> [FR AR A (R

R A P L Ly
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B ~ HE T ELEURRRE AT B 1% B 7Y TIRM SRS 2 - 3% 4 Bk 5 73 plI%I I S Fd A [E] A
PR I IRM P S 2 HIEEE A)fY STOI B PESQ 7381 » K T (HEEAG AL (B
e, BRI EEREHIOA - [ IR — SR ErY4H & (L "combo”
FoR) ZEERIERNE N5 DLHEERER - fEE IR 2 B - M DUT % BhHvE
LS ¢
1. HREEE AR EAE STOL M= » A AR Z PR T - A MFCC R i+
(0.6740) » E R TAHERFEIIEER (0.6658) 281 » EHic & KA » MFCC
ATLUEFE(EAY STOL {H - FlANE e = 0.25HVREEERF - MFCC $ffE2 STOI {E ]
DUE—PHRTF 2 0.6772 « b1 » (R AR E 5 E g — TR BB e 2 - B
Y AMS B s » A RN P EAY R A IRM RER AT -
2. BREEEETERE PESQ ME » AN MR 2 TR B - MFCC {/53& i E
(1.7966 ) #i#k 7 4H &7 (1.7748 ) 1 AMS FHEGRIECA 4 HA 1.6721 Z PESQ
{H - 2800 > EEC A R - SRR Al DUE S Ay PESQ {H - FlUIE (]
a = 0.75HVFEEN; » MFCC #ffig” PESQ {EHRILUE—DHETHE 1.7977 - 2411 » &5
PESQ £ FHEUZHERHEC S a = 0.75 2RI - AlZF] 1.7996 -
RIELL EE2E > TR & RE STOL F B F{E R BRSNS 3 > fifF PESQ F£IH k.
PR LR B I BT - 15 T RE IR INE Y FBR A (4 AMS ) 3R B B LA A28
72 FROR > BRI Uy 2R A AU A E B2 3 ch il ERE M LIS R B & i s 2 - (HZ AR
SR b R RV &R SHERE AT R -
#4. E—FRF ) STOL S BILEG » FREETE AR IRM, (/I
VR ERHORAY) « T/ E a IG5 5 IRM ( GHEERHE) &
PR A fERT STOI PF 78 » B if"'combo " 2 PR Z #
[Table 4. The averaged STOI results for the original IRM, (using the original static
and delta features of single type) and the lowpass filtered IRM, (using the lowpass

filtered static and delta features of single type with different assignments of
parameter a)]

A AT EaIFIFE =R Z IRM,
STOI 77%; | JF46 IRM,
0 0.25 0.50 0.75

AMS 0.6472 0.6430 0.6435 0.6458 0.6466
RASTAPLP | 0.6559 0.6600 0.6607 0.6611 0.6556
MFCC 0.6740 0.6771 0.6772 0.6761 0.6770
GF 0.6695 0.6698 0.6667 0.6672 0.6692
combo 0.6658 0.6639 0.6671 0.6615 0.6682
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7 5. BE—{EIEFETY PESQ G BILEE @ K Bt E HEAE ARG IRM, (/R TF
VR ERHEORAY) « T/TEE a HIFITa a2 IRM (GRHEERH) &
HE1E /T PESQ X578 » B combo" Z IR Z 45

[Table 5. The averaged PESQ results for the original IRM; (using the original static
and delta features of single type) and the lowpass filtered IRM, (using the lowpass
filtered static and delta features of single type with different assignments of
parameter a)]

PESQ 53 | [Fitf IRM, A EIEEaIHFZE S IRM,
0 0.25 0.50 0.75
AMS 1.6721 1.6705 1.6712 1.6731 1.6758
RASTA-PLP 1.7463 1.7634 1.7634 1.7630 1.7426
MFCC 1.7966 1.7870 1.7916 1.7946 1.7977
GF 1.7641 1.7791 1.7669 1.7635 1.7633
combo 1.7748 1.7819 1.7916 1.7589 1.7996

4.3 3 h0s)laf ke Al &kt {8 A B — T8 2 iy AN BT Y IRMBSURE 77
ffr (The IRM Results and Analyses for the Case using a Single Feature
with More Training and Test Data)

FEpT—Ei » PP AT B S AR S E AR B - BB(E A MFCC F 0y IRM S8E

BN FA AR ECIE] R AR Bl | R s B B 51 [ 5 2 £y STOI (a =

0.25) H1 PESQ (& = 0.75) 73 %~ fEAEH - T TEE— B L M FRF RAFAYAY MFCC 7

0 HEWIN 1 BEREE (B JIsELS 7 10 firsE#E - & A 10 A3 100 {E:E

A TR AN & T B SR EE R [EIRY 6 fizsE# ~ B A 10 )3k 60 {EEEH)) AR T

H IRM HYRGAE - [EIRFEZAE PP (B A BT MFCC RHEUEILIRRE T

Z IRM SRERTEE » 15— RV EBRER D HIFIIER 6 (EEERNED Bk 7 CHEE%R

B -

e 6 BiER 7 TR AT DABH 22 1 DU 54608 -

1 {15k 6~ 7 813k 4~ 5 fYREBAHELES - FRAMT AT AR ERE G SR &2 m] DU EEHIETE
HH PESQ 81 STOT Hy 3 Bl HEEHED - 111 Bsa 3 ISR E R AT RE =] A IRM AU
sEE TR AR R AT

2. EREERZEREEE S I0FISEER - /£ STOI 738 | » JFAARY IRM EL{E AIEE
TR A ER IRM R EE - RIS RO R AT AR STOI 3 8y » 24
IMAE PESQ 738 b » EFCAEIEIERT - AJLIELR R IRM ZEF|FEREER - FIaE
e = 0.75HYREERF - MFCC %}~ PESQ (B 7] LI 20427+ 1.8192 « 2K > J&
5 PESQ s EHEE e = 0. Z{REEIEL - AT 1.8214 -

3. EfERZ=EREE . bRy R AIMIGT 5 EE - RS R IEIISREE - £F PESQ 78 b
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JFAGRY IRM LR MBI A S ERY IRM R - 14E STOL 3 # | » Eft&1K
AEIGHE > FTLAELFAG IRM S SR - P& (e = 0.5AYFEENRF - MFCC
HIEZ STOI {E A LLE 204271 2 0.6880 - ZA(fT] » JE15F PESQ My (E#EE Ea = 0.2 KiE
TEORE - FIET] 1.8214
4. ELhER 6 Bk 7 iEEE - AU BT - #YME M 2= BRSO [FERFE PESQ

B STOI 1 73 B PR » IEEERIFRI - fEFIISRE RIS I - Z RN IS ER
7% IRM U SIS TR 2 - BR &R TSR LT IRM SRS 15 %
P iEE - DINESS MY ZBREG RIVE R M - FRAEFLE IRM A2
HIEEE T » A= SR AR SR ERYEEEE - [FNF I &R iR - A PESQ
TYBUE— ST

7 6. FSEEEE B BTG IRM, (/IR MFCC R ) » FIafEE a AlE]

ﬁﬁgg{%% IRM 216 #5817 STOI £ PESQ FHI77 8 - JRTF20 51

MF 2

[Table 6. The averaged PESQ and STOI results for the original IRM; (using the

original static MFCC features) and the lowpass filtered IRM; (using the lowpass
filtered static MFCC features with different assignments of parameter a)]

MFCC K IEFE E oI = 5E > IRM,
iz 0 0.25 0.50 0.75
STOI 0.6947 0.6900 0.6926 0.6918 0.6928
PESQ 1.8182 1.8214 1.7996 1.8056 1.8192

7. RSB e BTN AE IRM: (&R MFCC R B RFRRE) »
|THEE a A EEIR IRM, (FEAEERHE) 2% 21/ STOI £ PESQ
P - JRFF O E— 58 MFCC [fj#7

[Table 7. The averaged PESQ and STOI results for the original IRM; (using the
original static and delta MFCC features) and the lowpass filtered IRM, (using the
lowpass filtered static and delta MFCC features with different assignments of
parameter a)]

R B e B 2 5 IRM,
“gf%c [ IRM,
R 0 0.25 0.50 0.75
STOI 0.6863 0.6841 0.6840 0.6880 0.6837
PESQ 1.8003 1.7966 1.7966 1.7853 1.7972

4.4 [FEHFEEETREESE (Spectrogram Demonstration for Each Method)

BRARAEEE —/INETT > BAPI o I RE & ARt A 58 L R ] (magnitude spectrogram) » Z&t@ /546
IRM AP tH 2 (AR Rl . IRM HYSR(EAYEE - B 1(a)-(f) B—sBAESTERRE T

BT MERsRERAAHTE - Eot - TRMIECEE 1(a)ERE 1(b) > RS

FERFAFE |
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FEEBENAE > #2  TREE L(b)EE 1(c) B HRAY IRM o] AR B E Y365 78
B3R - B f% > BlEE IR G IRM BRI R IRM BT ERYIE 1(d) B2 [E 2(e) -
BIFRIE 1(b) > FERRATAE pRATA E ORI - (B8ORS 203 A IRM AT ERVIE 1(c) - 1
WITERFHE 0.1-0.3 b Z IR SHEESR N AR A S E . (EALEHERTEERERS) -~ ZA1MIE 1(e)
AT SR A A SR AL A (B HO B 1(d) > IRIRIGELEIGS R AT AT - (KiETE
RFHELZ IRM FE IERE AR B (R 46 IRM

frequency (Hz)
frequency (Hz)

0.5 1.0 15 2.0 25 0.5 1.0 15 20 2.
time (sec) time (sec)
(a) [RIGE FEE (b) #2A-2dB SNR Z babble #2372 55&
[a. the original clean utterance] [b. the -2 dB SNR utterance with babble
noisel

frequency (Hz)
frequency (Hz)
§

§

0.5 1.0 15 20 25 0.5 1.0 15 2.0 25
time (sec) time (sec)

(0) FEFHZESELEIE IRM B ZAEE  (d) FEaHE S ARG IRM B2 2 AE &

[c. the oracle-IRM enhanced utterance] [d. the original-IRM enhanced utterance]
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frequency (Hz)

0.5 1.0 15 20 25
time (sec)

() FEiTiaE FAEHIEAE BN IRM B2 75 &
[e. the lowpass-filtered IRM-enhanced utterance]

B 1. SR T 55 & % B A

[Figure 1. The magnitude spectrograms of an utterance at different conditions]
5. &EsmEaRAREY (Conclusion and future works)

AT Tt L0 basg 17 E AL AR (IRM) 2 A AR 2 58
FRFEUR P YA SRERF - AHRE (o R s PP AR > m] DS S R RE S R B -
HAIE /R A SRR A e - TR S (ERCR AR R TIEE > Ff
R0 A5 SRR LA A TR K O R P 51 i P P AE B R EL AR Y 5 2 5 LR SRR T e - A
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Abstract

In recent years, speech synthesis system can generate speech with high speech
quality. However, multi-speaker text-to-speech (TTS) system still require large
amount of speech data for each target speaker. In this study, we would like to
construct a multi-speaker TTS system by incorporating two sub modules into
artificial neural network-based speech synthesis system to alleviate this problem.
First module is to add the speaker embedding into encoding module of the end-to-
end TTS framework while using small amount of the speech data of the training
speakers. For speaker embedding method, in our study, two speaker embedding
methods, namely speaker verification embedding and voice conversion embedding,
are compared for deciding which one is suitable for the personalized TTS system.
Besides, we substituted the conventional post-net module, which is conventionally
adopted to enhance the output spectrum sequence, to a post-filter network, which is
further improving the speech quality of the generated speech utterance. Finally,
experiment results showed that the speaker embedding is useful by adding it into
encoding module and the resultant speech utterance indeed perceived as the target
speaker. Also, the post-filter network not only improving the speech quality and also
enhancing the speaker similarity of the generated speech utterances. The constructed
TTS system can generate a speech utterance of the target speaker in fewer than 2
seconds. In the future, other feature such as prosody information will be incorporated
to help the TTS framework to improve the performance.

RASEEE © ZEhEsEE AR - sEEEH - sEEER - VERAR - RERI S
Keywords: Multi-speaker Text-to-Speech, Voice Conversion, Speaker Verification,
Zero-Shot, Post-Filter

&3 (Introduction)

ME—FEEEEE GRS - RO &St B HHAEES » W H

NRERZHIRE S BIE Sl SRIEFR » 10F T IR R HANEE S » AV )7 A A ol B R

AR B i fE WA 70k

o BT BT FEREENEAER B - AR GAN Y StarGAN-VC (Kameoka
et al, 2018) F1 CyCleGAN-VC (Kaneko et al., 2018) ZFE 7% » thHEHF AutoEncoder /Y
AdaIN-VC (Chou et al., 2019) F1 AutoVC (Qian et al., 2019) Z777% » EEEHE 55
HYRR - ME— A RPR A (AR AR S R RE NS -
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o BIRVEHNE © FIZAE TTS ZEFNILA Speaker ID Table SR {EEAYFES (KT Speaker ID
ERCHIEE SIS - TR NS AR MEEE - HEREARE N EEENEEH
15 DL 25 )| SRS R AR R B AR - AR B B mmRE -

BB SRR 5 2554 TTS EMARE - INEA % (Jiaeral, 2018) Al
(Chien et al., 2021) ZEWEST » KF 56 5 B A BEE 72 W 1S W 1 D7 DA HUAUISE BY 5 28 FE R Yy
Speaker ID Table SR {EHHEIUEIE F)) G FBAVEES « TEARXIAZEH » FFIRFELE Y B HEE
B A EE 2 W i W (B et e tHVEE B R A [ EAE R TTS R sE B IRy
= o RN IR AR S -

Ty TTS a2 AN Google AT HiHY H [B]EF 5 Tacotron 2 (Shen et al., 2018) >
B HH = AR s PR AR AR - BRI S PR A BHERY B Y DU ERAM A T o
o YREES: AR FARS—BERoRN R T EBAER T SEEE - gROUE

TR R RBEEE IR A R 2 P -

o fEEGES: WAl SIAR » B F B ER N RS E ST EE LR EE
(Chorowski et al., 2015) » A ¥EsmiHfE - (RIBE BT EESLC AR Fo R HEMI N —{EEHE
HME » BEREREIEGER RS R (B0 - SR HY AR Rk o

e Post-Net: FEFEERGMREAY LS ©

Tacotron 2 AYRERIZLFEAE] 1 Fow ¢

bost-Net 4,?— Mel Spectrogram

I

' Linear
2 x Pre-Net -» 2 xLSTM <

O

Location
Sensitive -
Attention

Linear =~ — Stop Token Decoder

Input Text 4+ Embedding — 3 xConv —> Bi-LSTM Encoder

[& 1. Tacotron 2 fEAIZEHE

[Figure 1. Tacotron 2 model architecturef
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Tacotron 2 FEHSZLFEETA H RIS QERS IR T ARG B AH ST EEHY - BB Self-Attention
(Vaswani et al., 2017) RE#EMANREEE G RAVER b 2 740 Tacotron 2 K] RNN
MR TR IRIE P #H BB K EFHE » 41 Transformer TTS (Li et al, 2019) A1
Fastspeech 2 (Ren et al., 2020) ; th75 3 & fE1 5 7% & 09 77 2852 H - PAdg== Tacotron 2
EAHFE GRS RS ISR RN T gHA RFHNEEZEHIME > 20 Forward
Attention (Zhang et al., 2018) Jz Dynamic Convolution Attention (Battenberg et al., 2020) °
PRI » FRAMTHE 28 FH AT HAA 1 a8 4 B 2 1l 2K B 8y Tacotron 2 #6878 » HHSE FELRSI| S 20 5 e ~
BEGEE S B RTINS e B e R E AU -

FMIRAL S — S ZsE S s A BT H BB R e S PR =
Bl 2R ZAFE L E) Tacotron 2 WY 572 » SEIUREIRMIMUE BRAT R - Fi% » 1255 T = Ei
ARG &

2. SEEB A AE (Speaker Embedding)

2.1 EEZHEH (Voice Conversion)(E755

EATFET > IR AdaIN-VC {E B ARRIHFCHYRE SRRy » BEZRA0 2 FiFTAL -
FE S EHA ISR E R 20 - (H A A REFE HUHHEE = i A A & » 40 StarGan ¢ CycleGAN
% GAN FERUEE A B 58 S - (HEME B e SUH A IEE (Discriminator) Y&
W A RAEE S BEONEEEE » EARIHEEZ IR AT E 5 &Y AutoEncoder f5
I AutoVC AR HGEEE MR A HE - REEFHEISEREEEE AR - IAEE
J&I A Speaker ID Table Z#ETTEEIARY » 1l AdaIN-VC (Adaptive Instance Normalization-
Voice Conversion) &8 & 5 EUSHEHIN R T EHEEE S E B VAE 3 B
208 PO (B 4 5 o 7 B 2 RS R E B VB E R R RN A VB R » WA B R fg 4H S i #1724
P IEE S > FRAMT O] DAFE HH S HASE B VB R s FRE H AR - ELAE I 2R
WkE 2 Fos

Target Voice el 222332: —| Z,

Converted
Voice

Source Voice el g::;zz: Z - 7 Decoder

}

[E 2. AdaIN-VC pEAIZEfE
[Figure 2. AdaIN-VC model architecture]
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2.2 EEEWES, (Voice Verification){E75
F{"{sE A Learnable Dictionary Encoding (Cooper et al., 2020) f&if% LDE - {F B ARZKEHZEHY
FEE AL » TR ALY X-Vector (Snyder et al., 2018) FftyutE - i B AE SR ek
B DA 2585 TTS &4 F B2 (BT X-Vector Y ©

X-Vector HYZEEJ7 =02 R EEERE = 70 Ui 7 Bl 2 i B Gias B im0
R P A R BT 2 i i G M AR T R L RE S YR A A1 & © LDE B X-Vector
NERHETT /& LDE 5] AT #{E Dictionary Clusters > 212t Clusters & 75 2275 8 A4 5
21y EfREILLEREE AHYFHE - LDE {# X-Vector 5FHY R #2FTH Clusters
FTEE I A2 PR 35 (E B AR A K BT 4 sE E P —{E Clusters » ZA1& PR — 0 Z8 1
KA HETZEE R A & - HERZEREAE 3 R -

Voice [—pp{ Speaker gy |x (X X,/ ......
Encoder

Speaker ID
Classifier |  ([™a|™2| o e[ [|Sa]S2|
T Mean Std
Speaker -t I .
Embedding | <« « «« s v v e e eennnnnnnnnnnnnnnns

[& 3. LDE fRZE/%C%
[Figure 3. LDE model architecture]

3. W52 1= (Research Method)

3.1 45i%E2S (Encoder)

FAEAHY Tacotron 2 224 » F M LSTM Ay HH R 4EF 22 128 430 38 Self-Attention
EIES (@ > Self-Attention &K LSTM iy tH AV VEE Tl T I AE R TERY 2E8% > 15
6 R AT NS g B B B DB A B PR AV RS > FFTRE IR LSTM i A Ry NS & &
(Content Information) » 55— {E#H#& Self-Attention A9 HfH R EEH AR EEN (Long-
distance Content Information) » [E]iF » & T {(EERIEES) & R BB HIEES » T2 /i
BRI NR T B TR B AR » sFAAARENIE 4 Fos -
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[ Jw Input Text
|:| :Original Tacotron +
Embedding Audio
':]-Our modified +
3 x Conv

v

—  Linear <« BI-LSTM Speaker
+ * Encoding
Self-Attention Concat D —
Content
Information

Concat <&

v

Long-distance
Content Information

[ 4. i a5451E

[Figure 4. Encoder architecture]

3.2 fZiESS (Decoder)
RS S B A TR EE) 0 B 0 BN SRS A R E L o R RIEI AT
FEA EIEE 8] - RFTRANA &SI AT Forward Attention HYf, Tacotron 2 575
HEESIHEH] > B DU P 5 (385075 > W HREIGE R R AP 5 [N EE & H BUR T
M EEEEANASEZNAIS] AT Bahdanau Attention (Bahdanau ef al., 2014) » &2 —{E{#
47 Additive Attention > [RIHLZRRESET R REEE > 0] DU RS 2 L ELBEEE B i BE %
IERFEESYE B Forward Attention B Puths[S550% » W H R R REEIIRR - BN g
Forward Attention 3 5 35 BUAHEE RIS - (R E R4S R g A e rdiisiA -

PEAN - B T hnsgsEE kA EEERIEER > F-(MAE Pre-Net JEHIA TEEERA
A& SRR EY e EEEE R AR

B % AL LSTM f#R51% » B X —R5[ A Self-Attention JFHEE BT R RIVE
SHAETT 2 BRI Y R > DUE B R A A R BT Ut (B b > ES AR 5 P -
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Long-distance Content Content Information
Information *
Bahdanau -.---... Foward Attention
Attention Attenton <4—— | gTM
l I
\ 4
Concat > Concat

! f

Decoder
LSTM —» 2 X Pie-Net
Self-Attention G
Encoding
Audio
Linear Linear —_—

Stop Token Mel Output
[ 5. G50

[Figure 5. Decoder architecture]

3.3 Post-Net

JFA Post-Net H Y& fy T B EAHEE E RNV 'S » 78 Tacotron 2 15w S HEFEE] » H Post-Net
) MOS 5F 57/ LLEL = HY -

FEARZE S FATBAING AT 55— (E4%H# Diffwav (Kong, Z. et al., 2020) {F 5y Post-
Filter ZKEf Post-Net [L#5; - Diffwave /2 Nvidia 73 2020 EH#EHHY Vocoder » B0 HE L
AR ERSE » THYELEEEE SR 2 Denoising Diffusion Probabilistic Model (Ho ez al., 2020) >
féifii DDPM ° DDPM & —{§ n] K (Markov Chain) 44 » %3845 E 25 Bk BRI
TR R HRE N S TalE - FEBZ EE8) /78 (Langevin Dynamics) SZ[m)%2 )5
FEHE -
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HAIFIH AR - i Diffwave [ELUSRAFREAHEHARY Post-Filter » JHEIAMEIR
TINnR 5 RE (50 2B A SRR A & B 2 I 4HER - HAE(ERAZAINE 6 -

Noise Schedule Mel spectrum

Target

Gaussian
Noise

[& 6. Diffwave Jife
[Figure 6. Diffwave process]

& 6 Ari > Diffwave B AEIERIR A E (AL IR (Noise Schedule » 588 H/]NE]
RHURE) St B (F Ryl AR (T (R B AE B R P 22 8 S 4 ] 228 A8 i AR (2R
IR oy A R A EARE - VIR A SIS A0 R B A PRI o3 fffi - (EHHEm E
6] > A ERECEIEE - BRI SR - (S AR S RS 22 R p B A -
HARRIASEAE 7 B -
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Gaussian Noise

Diffusion-step

57

or 2
Target Mel Embijdmg
1 x Conv ;
+ ReLU 2 x FC + mish
| :
1x FC Output
A
Bi-DilConv 1 x Conv
? 1 x Conv
A
Mel
tanh sigmoid 1 x Conv
}3{ + RelLU
Conv1 Conv1
|
|
[B 7. Diffwave fEAIZE

[Figure 7. Diffwave model architecture]

4. % (Experiments)

4.1 &FlEE (Dataset)

FAIEA AISHELL-3 S{RE GBS HIREE R AR ERIVERE - L5 88035 {HE
& > 218 {isEE » BREEF Ky 44.1kHz > 16bit - T [IRFTA SHE N EREE R 22050Hz » Wi fE
FREL 173 fIsBE QML EEREEES 80%) » U sEHFEMAL 100 A S AE(E Rl ok e - 4L
17300 {15 - Hek 45 FeEE E R E BB AR A & R I MNBREE HIMEEE -

4.2 EEs%E (Experimental Setups)

B4 M HiFIGAN (Kong, J. et al., 2020) 1E B AR E &R Vocoder » 74 A a4k
W ETSEINMER - (EFEAFEIEE T Github FATHE A THIIRBAY - B3 > I8
IR B RO AE o7 A RE S A AdaIN-VC FIFEF HEakny LDE ARG 4E > (HH
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AR 128 HEERYREE IR AR o EFFTHEHIEIHY Tacotron 2 fEIIZLRE > f - 4RHEIEHY
it Content Information 1 4 T4y 512 4 SpfE EEEE IR AR &1 [y 640 4 Long-
distance Content Information ¥y -H 45 B 128 4 » R FEEER AR EBR R 2564 < £
fRTENG T > RSB R A A B FF4E S 256 41 DL Softsign JEUEHEUSUE » 1> Pre-Net
P BLSREEAE N - HCEREEE B % 8 Tacotron 2 -

FeMFRHHY TTS #EAIZ A Pytorch (IS4G ERAEZE FA#ELT » i PL Nvidia GeForce RTX
2070 GPU 3%k - fit8 A/ (Batch Size) %5 8 » L3[4 208,000 {& Steps * 495 96 {i
Epochs

4.3 EE4ER (Results)

4.3.1 :EZ 58 (Speech quality)

T IMEHEEREH (MOS) e E 'R - 7 hlapGE T e E YRRl
GRET TTS L4 10 [HANEREEATEAE R LI TS - BANFE RS 10 EANEREEEE
EEEGEEEHELE » HEROFE1 -

K 1. FEIERIEE ST MOS
[Table 1. MOS for Voice Conversion and Speaker Verification]

Quality Similarity
Tacotron 2 with VC 2.67+0.35 2.70 + 0.41
Tacotron 2 with SV 2.54+0.37 2.31+0.18

FRIEFR 1 0] LS S SR e I 2R AV SEE R A R BB MIAY TTS Z&CR s
JHb e — 2 fe P RE S A Y S R [ 2R EL B Post-Filter HiJF4G Post-Net HYSUR » 4551
W

72 2. [E#F Post-Filter £ Post-Net F30E
[Table 2. Compare the effects of Post-Filter and Post-Net]

Quality Similarity
Post-Filter 3.75+0.35 3.75+0.71
Post-Net 2.67+0.71 2.50£0.30

&K Mel Cepstral Distortions (MCD) {E R BN TTE - BERGE A HEE= 2
HNESEE B PR S (8 MBS - FHEREE G 10 EFERETHE MCD {H - &3R4
k%



BEFHE RN [ B R FET AN (L kst & Z A E 1 59

72 3. F1E Post-Filter £ Post-Net 7 MCD - {E#t/\BEEF -
[Table 3. Calculate the MCD of Post-Filter and Post-Net, the smaller the value, the
better.]

Inside Outside
Men Women Men Women
Post-Filter 6.99 7.30 8.15 8.65
Post-Net 7.31 7.98 9.20 9.11

HIE A Resemblyzer 53 17 25 51 F A [F M Bl £ 58 & Bk EHysE & =M
Resemblyzer J&— {1 48 i {48 AR ELEL B M55 2 1Y Python EF - HiFEd > SRR
MR REH B &k 10 4 Post-Filter 1 Post-Net {i##5f& Bi [ 35 & Lhi - H45EHR410E 8 AIE
9 > FAFI AT AL IS W B TP 3%3R > AENEREEE T - GERAVCHE SRR R E1E - 25
PG RE P ATE] LLEE 3R Diffwave #2 Post-Net BEAT FRAAEAE - 1B BaEH & REEEH PR
REMHOL  ESNREEE T > LSRR S G A ZE B RET > MeEEWRRIEES
ZEfEIIR Ry 3% A% > 6 H. Diffwave £ Post-Net FESEEAT R A6 EAE - FMT] DI ERE S GRdE
LUk 3t Post-Net FifgtifY Diffwave ZRREEN IV Z5EE TTS 24K EHAH
BN -
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[Figure 8. Speaker space for inside and outside female speakers.]
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4.3.2 JEESIH#EIFIILE) (Change in Attention mechanism)
TEFAI PR AV 22§ > Decoder f&5 [ AT WY {[E)F: 2SI > 53 71 By Forward Attention JZ
Bahdanau Attention » Dl “SRKKFAIBL - (jinl tianl tianl qi4 hen2 hao3.)” AfiTF » ¥
EELT

Bahdanau Attention Forward Attention

30
25

20

10

0 20 40 60 80 100

B 10. B4 EZE
[Figure 10. Attention alignment figure.]
o] DUEFE 10 287~ Forward Attention 2R FAHYE7F[E > 1) Bahdanau Attention R[]
& 7 BAREMEER - 25 $t % Bahdanau Attention ¥ 75 [E FTRURITE
2 -
30
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hen?2
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qi4
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B 11. #EFT Bahdanau Attention
[Figure 11. Parsing Bahdanau Attention.]

T 11 FYALER T PR - (P15 Bahdanau Attention f2{it T &EEGEF AMAYFEHE
PR T HIE" qi4” BR” hen2” BV - HNEMEEHERY » EEITER
AIRIAR - TR/ i (A T PR BREUA] DRI Ry 22 i &R BIEZ R B i sy -
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Bt#X Bahdanau Attention A&7 EEE R AR S HEH EIE » AhE & e GaER
BRI AR T AR E T B B A fit Bahdanau Attention {7552 -

Without Bahdanau Attention With Bahdanau Attention

allgnment
tag: alignment
sty 1r\nm

ncoder timestep

_:

Decoder Umestep

Encoder timestep

600
Decoder timestep

[E 12. Bahdanau Attention 552 & g REEITE ?
[Figure 12. Can Bahdanau Attention help the model to align quickly?]

fElE 12 541 FBEAUFIISRE] 16000 {[ Steps W - @E S HEARIL BFHVEE - BA
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Multiple Choice Questions

Chao-Chun Liang, Daniel Leet, Meng-Tse Wut?,

Hsin-Min Wang-, and Keh-Yih Su*

Abstract

We present several novel approaches to answer Chinese elementary school social
studies multiple choice questions. Although BERT shows excellent performance on
various reading comprehension tasks, it handles some kinds of questions poorly, in
particular negation, all-of-the-above, and none-of-the-above questions. We thus
propose a novel framework to cascade BERT with preprocessor and
answer-picker/selector modules to address these cases. Experimental results show
the proposed approaches effectively improve the performance of BERT, and thus

demonstrate the feasibility of supplementing BERT with additional modules.

Keywords: Natural Language Inference, Machine Reading Comprehension,
Multiple Choice Question, Question and Answering.

1. Introduction

Machine reading comprehension (MRC) is a challenge for Al research, and is frequently
adopted to seek desired information from knowledge sources such as company document
collections, Wikipedia or the Web for a given question. To evaluate the capability of a MRC
system, different test forms have been adopted in the literature (Qiu ef al., 2019; Liu et al.,
2019) such as binary choice, multiple choice (MC), multiple selection (MS), and cloze. Which

test form to adopt usually depends on the format of the given benchmark/dataset. In this paper,
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Table 1. Example social studies MC question.

Passage =REERER T LHISRE - tHACREES
THACREENE -

Question TIRAIEE I - FR AR AR
BB TR E ?

Options (D) =REEZRRE

Q) BHEEE
) REERE
@ FERE
Answer () =RFEERE

we solve MC questions about traditional Chinese primary school social studies. In this
Chinese Social Studies MC (CSSMC) QA task, the system selects the correct answer from
several candidate options based on a given question and its associated lesson manually
constructed by Taiwan book publishers. Table 1 shows an example of CSSMC, where the
passage is the corresponding supporting evidence (SE).

Previous work on answering MC questions can be divided into statistics-based
approaches (Kouylekov & Magnini, 2005; Heilman & Smith, 2010) and neural-network-based
approaches (Parikh et al., 2016; Chen ef al., 2017). Recent pre-trained language models such
as BERT (Devlin et al., 2019), XLNET (Yang et al., 2019), RoBERTa (Liu et al., 2019), and
ALBERT (Lan et al., 2019) show excellent performance on different RC MC tasks. As BERT
shows excellent performance on various English datasets (e.g., SQuAD 1.1 (Rajpurkar et al.,
2016), GLUE (Wang et al., 2018), etc.), it is adopted as our baseline. Table 6 shows its
performance given the gold SE.

After analyzing error cases, we observed that BERT handles the following question types
poorly: (1) Negation questions, that is, questions with negation phrases such as “FHJEE
(unlikely). For this type of question, BERT selects the same answer for “/NgIY#EAE H HifE
AR - SR NS T RE € B RER U1 TEAR TS 2 (Xiaomin's mother serves at the
post office. What kind of services could Xiaomin's mother provide to the residents?)” and ““/)\
A5 B RIEE R RS - S5/ NS IS A AR & B AR B (HEE RS ? (Xiaomin's
mother serves at the post office. What kind of service could not Xiaomin's mother provide to
the residents?)” (which differ only in the negation word & (net)). BERT evidently pays no
special attention to negative words; however, any one of them would change the desired
answer; (2) All-of-the-above (DL _F&/2) and none-of-the-above (Ll I %:3E) questions,
choices for which include either A/l of the above or None of the above. In both cases, the

answer cannot be handled by simply by selecting the most likely choice without preprocessing
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Table 2. Question types in CSSMC corpus.

Problem type Questions
Negation Question: JE &R A\ FIZFGRRILHIE T - A AJREEE A
BIFHEE?
Options: (DFSEHREFEE QBBETHE Q) MiFEfCEE
(DB ALE
All of the Question: & LAV EE - JIEZNMTAESE LG
above FI|FR 9

Options: (D)FHEEAEBAEER (IRt B ZE T )
el RE R DU LEERE
None of the Question: A AHIMEE - TIFHKE 2 HER > Fk5140
above A S o O — e e g Y e R A A 2
Options: ()EA 2VNMZ G)FE#EF  DLAEEIE

the given choices. Table 2 shows an example of these question types.

The above phenomenon was also observed by Wu & Su (2020), who reported that BERT
achieves superior results mainly by utilizing surface features, and that its performance
degrades significantly when the dataset involves negation words. Moreover, it is difficult for
BERT to learn the semantic meaning of all-of-the-above and none-of-the-above questions,
which suggests that the listed candidate options are all correct or all incorrect, with a small

amount of data.

However, it is difficult to pinpoint the sources of the problem and then find
corresponding remedies within BERT, due to its complicated architecture (even its basic
version includes 12 heads and 12 stacked layers). We thus prefer to keep its implementation
untouched if the problem can be fixed by coupling BERT with external modules. Accordingly,
we here propose a framework that cascades BERT with a preprocessor module and an
answer-picker/selector module. The preprocessor module revises the choices for
all-of-the-above and none-of-the-above questions, and the answer-picker/selector module (a
postprocessor) determines the appropriate choices under the cases mentioned above. The
above approach is inspired by Lin & Su (2021), who demonstrate that BERT learns natural
language inference inefficiently, even for simple binary prediction; however, they also point
out that task-related features and domain knowledge significantly help to improve BERT’s

learning efficiency.

For negation-type questions, instead of picking the highest-scoring choice as usual, the
answer-picker/selector module selects the candidate with the lowest score. On the other hand,

for all-of-the-above or none-of-the-above questions, we use a decision tree to select the
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answer, as illustrated in Figure 2. In these cases, the preprocessor module first replaces the
original “all of the above” or “none of the above” choices with a new choice generated by
concatenating all other choices together (before those candidates are sent to BERT). Take for
example the second last row in Table 2: we replace “LL_F%55E (all of the above)”, the
original last choice, with “fll7E & AKEHMBCERAE Bt B4 iy 20 8 IR B I = HY B R AG 2
(Make welfare policies for elderly people® Provide good nursing care” Establish a sound

medical system)”.

We evaluate the proposed framework on a CSSMC dataset. The experimental results
show the proposed approaches outperform the pure BERT model. This thus constitutes a new
way to supplement BERT with additional modules. We believe the same strategy could be
applied to other DNN models, which — despite good overall performance — are too

complicated to customize for specific problems.

In summary, in this paper we make the following contributions: (1) We propose several
novel approaches to supplement BERT to solve negation, all-of-the-above, and
none-of-the-above questions. (2) Experimental results show that the proposed approach
effectively improves performance, and thus demonstrate the feasibility of supplementing
BERT with additional modules to fix given problems. (3) We construct and release a new
Traditional Chinese Machine Reading Question and Answering dataset to assess the

performance of RC MC models.

In comparison with our previous conference version (Lee et al., 2020), this article
describes additional “Separately Judge then Select” and “Separately Judge Concatenation
then Select” experiments, which adopt a BERT entailment prediction model to handle each
candidate option separately (details are provided in Sections 2.2.1 and 2.2.2) instead of jointly
processing all candidate options together. We have also added Section 3 to describe the

construction of the CSSMC dataset, which we adopt to compare different approaches.

2. Proposed Approaches

2.1 Problem Formulation

Given a social studies problem Q and its corresponding supporting evidence SE, our goal is to
find the most likely answer from the given candidate set 4 = {4, A2, ... A4}, where n is the
total number of available choices or candidates, and 4; denotes the i-th answer candidate. This

task is formulated as follows, where A is the answer to be chosen.

ﬁzargmaxP(Ai]Q,SE,A) (1)

i=1,...,n
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Final Answer

l

Answer-Picker

Score-#1 Score-#2 Score-#3 Score- #4[

YN-BERT || YN-BERT || YN-BERT || YN-BERT

-7 YN-BERT Entailment model TTTe-ll
Supporting

Evidence

SEP | Question | Option-#fk | SEP || Transformer

Score-#i: -th option Entailment Score
Figure 1. Architecture of proposed SJS approach.

2.2 Proposed Models

Three different approaches are proposed in which we use entailment prediction (Dagan et al.,
2005) to determine whether the candidate option is the correct answer to the question:
(1) Separately judge then select (SJS), which considers each individual candidate option
separately and then selects the final answer based on their output scores; (2) Separately judge
with concatenation then select (SICS), which adopts the framework of the first approach but
first replaces the all-of-the-above (DA I E5/2) and none-of-the-above (DL _F%JE) answer
choices with the concatenation of all the other remaining candidate options before entailment
judgment; (3) Jointly judge then select (JJS), which jointly considers all candidate options to

make the final decision. Details are provided below.

2.2.1 Separately Judge then Select (SJS)

Figure 1 shows the architecture of the proposed SJS approach, which consists of two main
components: (1) the YN-BERT module, a fine-tuned BERT entailment prediction model
(where YN denotes its output is a yes-no binary entailment judgment), and (2) the
answer-picker module, which determines the final answer given the entailment judgment
scores from four different YN-BERT modules. The input sequence is the concatenation of the
associated supporting evidence, a given question, and a specific individual answer

candidate/option. For each answer candidate, YN-BERT outputs an entailment judgment score
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D_’EI : Satisfy the condition

Remaining act-AllAbv
three options [
[} - +[] : Violate the condition are “Not-Entail” ‘“-
act-LES
Is the Negation /
Question |+, — act-AllAbv
. emaining
4 three options |7
are “Entail” RN
act-HES
Exists the
AllAbv
u
option [+ :
d \ Remaining
\ three options 7 R
\ ar =1 ~o
! are “Entail ~a act-LES
v Is the Negation
' Question AR
‘.‘ \‘ Remaining
\ 4 three options [
\| Exists the are “Not-Entail” \‘-
\ -
1 NonAbv \
option |1

act-LES
y Is the Negation | _
Question

|

act-HES
act-AllAbv: select the “All-of-the-Above” option to be the final answer

i
act-NonAbuv: select the “None-of-the-Above” option to be the final answer
act-HES: select candidate with the Highest Entailment Score to be the final answer
act-LES: select candidate with the Lowest Entailiment Score to be the final answer

Figure 2. Decision tree for SJS approach. Each “act-xxx” is a specific
action to be taken.

used to select either Entail or Not-entail (i.e., the judgment is Entail if the score exceeds 0.5,
and Not-entail otherwise). Entail implies that the given answer candidate is entailed by the
combination of the question and its associated supporting evidence. The answer-picker
module considers the entailment judgment scores of the various choices and selects the most
appropriate one based on the decision tree shown in Figure 2. Note that this decision tree is

used only by the answer picker to make the final decision and is not involved in BERT’s
fine-tuning process.

A given question is classified as negative-type if it includes a negation word within a
pre-specified negation word list, which is obtained from the CSSMC training data, and
currently consists of {“’F& (will not)”, ““NEE (cannot)”, “A1& (not allow)”, “FI& (is
not)”, “’FfEz% (should not)”, ““FHJFE (unlikely)”, ““F5 (do not need)”, ““fF 4 (do not
need)”, ““FH (do not need)”, “’47# (without)”}. Since the proposed approaches aim to
supplement BERT, these negation words are manually picked from the error cases in the

training data-set, on which BERT model make mistakes. Figure 3 shows the examples under

two different inference mechanisms: (1) for a negation-type question (left figure), and (2) a
question with all of the above option (right figure).
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Passage: [EAXHIVENS - B - AL, - $2t | Passage: BUTHINE ANERERER) - BEEA
JE R ER ~ FHREGERER 5 b TRRESE AR - BURIEARATIEN
» EEEE I AR  WEEH: B ASUREEE L - B A
HFEER - —{ERBIEEIHIISFT
Question:/NE#ELS H RIEENBARES > 55 /NS | Question: EAIEZ AR RIE SR (L EAVEIRK ?
TSI T RE S R/ BB AT PR 7 Options: ()FHIEEABFIBER 2)F26t REFHIZE
Options: ()FEX - FEK (Q)FRHEALRE G)EFEH: BIFE QRIS EEE A
(4PREEE @ EERE
Entailment-Judgment: Entailment-Judgment:
(Question, $&3K ~ 1K) (Question, #HIFEE AEFIFER) > Entailment
(Question, ¥2HLAER} ) -> the lowest entailment score (Question, 2t BiFHZ-EIEEH) -> Entailment
(Question, UxZHE14 ) (Question, ZEI7{E 2B %) -> Entailment
(Question, {REEZE)
Final Prediction: (2)#2ftAEft Final Answer: (42l EEE

Figure 3. Two inference mechanisms under SJS framework.

2.2.2 Separately Judge with Concatenation then Select (SJCS)

Another approach adopts the framework of the first approach but first recasts “LL_F B2 (all
of the above)” and “LL_F%JE (none of the above)’ answer candidates as the concatenation of
all of the other options. Take for example the last row in Table 2: we replace “IL_FE5JE™, the
original last choice, with “FZ AN/NZAEH4E (elderly people”children“young people)”.
Afterwards, the answer-picker module selects the most appropriate choice based on the
following rule: For negation questions, we select the answer candidate with the lowest
entailment score; otherwise, we select that with the highest entailment score.

2.2.3 Jointly Judge then Select (JJS)

Shown in Figure 4, the system architecture of the JJS approach consists of three main
components: (1) the preprocessor, which recasts “LL_E/Z (all of the above)” and “LL_ &
JE (none of the above)” answer candidates as the concatenation of the other options
(associated with the same question), as shown above, before inputting the
question-choice-evidence combination into the BERT model; (2) the BERT-MC model, a
typical fine-tuned BERT multiple-choice prediction model (Xu et al., 2019) described in
Section 4.1; and (3) the answer selector, a candidate re-selector which for negation-type
questions picks that answer candidate with the lowest score as opposed to that with the highest
score (as for other question types).
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Final Answer

Candidate with Candidate with
the lowest score the highest score
(negation type (non-negation type
question) question)

Answer-Selector

BERT-MC

Pre-processor

Figure 4. System architecture of proposed “Jointly Judge then Select” framework.

3. Chinese Social Studies MRQA Dataset Construction

To evaluate the proposed approaches, we constructed a Chinese Social Studies Machine
Reading and Question Answering (CSSMRQA) dataset, which is a superset of the CSSMC
dataset mentioned above, to assess the capability of different Q&A systems (not just MC
questions). This dataset consists of three question types: (1) yes/no questions, which ask
whether the given question is a correct statement judged from the supporting evidence; (2)
multiple-choice (MC) questions, which include four answer choices from which the correct
one is to be chosen (here, this is the CSSMC dataset adopted in this paper); and (3)
multiple-selection (MS) questions, which are similar to the multiple-choice questions but can
contain more than one correct answer. Below we describe how they are constructed.

3.1 Corpus Collection

We first collected lessons for grades 3 to 6 from elementary-school social studies textbooks
published in Taiwan. For each lesson, we collected relevant questions from leading publishing
houses in Taiwan. We thus obtained 14,103 yes/no questions, 5347 MC questions, and 340
MS questions from a total of 255 lessons. We then annotated the supporting evidence to
indicate what information is needed to answer each question. This is described in detail below.
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3.2 Supporting Evidence (SE) Annotation

We hired two annotators to annotate the supporting evidence for each question. Supporting
evidence is the content in the lesson (associated with the given question) which contains just
the information necessary to answer the question. In the CSSMRQA dataset, each lesson
comprises several paragraphs, and each paragraph comprises several sentences. Supporting
evidence consists of one or more sentences.

We used Doccano (Nakayama et al., 2018), an open-source text annotation tool, as the
platform for annotation. Doccano allows the user to highlight supporting words in the text (i.e.,
those words that provide hints to find the related passage). Given a question and its
corresponding answer (also the lesson associated with the question), the annotators
highlighted supporting words necessary to answer the question. Usually, these supporting
words were words within the given question. Annotators were not allowed to annotate
supporting words across sentence splitters or delimiters. Nonetheless, some questions lack
suitable supporting evidence in the lesson. For example, students may rely on common sense
(instead of textbook context) to answer the question, “Bf F[EI245 A@LEN - & &4t
REEA/NERTLUEEM 2 (1) BRERAVER(EM IR ERm Ak (2) E&EL ZhikayEE: i
IR AISAREER (3) 2R  SHTRISRIEFEIG T 4) {EUSGREE 1 RAYH 5
(What can Xiaoyu (the Chief of Health) do when her classmate litters? (1) Pick up trash after
them silently; (2) Advise the classmate who litters and ask him/her to pick up the litter; (3) It
doesn't matter, just wait until the cleaning time; or (4) Hide litter out of sight)” . In such cases,
annotators found no suitable supporting words in the lesson and thus skipped SE annotation.
Afterward, sentences that contain marked supporting words were annotated as supporting

evidence. Table 3 shows the final results of SE annotation.

Table 3. Supporting evidence annotation in training/dev/test subsets.

Subset Training Dev Test
Questions 3,879 780 778
Questions w/ SE 3,135 604 563
Questions w/o SE 744 176 215
Averaged SPs 1.09 1.16 1.14
Averaged SSs 3.17 2.94 2.73

*Questions w/o SE: the number of questions without supporting evidence
Averaged SPs: the average number of Supporting Paragraphs
Averaged SSs: the average number of Supporting Sentences
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Figure 5. Multiple-choice question annotation.

Figure 5 shows an example of multiple-choice question annotation. Annotators first read
both the question (qtext) and the correct answer (answer) from the right-hand side windows,
and then highlight supporting words (marked with purple boxes) in the lesson. To prevent
annotators from highlighting supporting word regions across sentences, we use special
symbols as separators (||| for paragraphs and || for sentences).

4. Experiments

We conducted experiments on the above CSSMC dataset with the three proposed approaches.
Table 4 shows the dataset statistics. For comparison, we used a typical BERT multiple-choice
implementation (Xu ef al., 2019) as our baseline.

4.1 Baseline: BERT-MC
For the baseline, we used the BERT-MC model, that is, BERT (Devlin ef al., 2019) fine-tuned

for the multiple-choice task as our baseline, as it is the most widely adopted state-of-the-art
model (Xu et al., 2019). It was built by exporting BERT’s final hidden layer into a linear layer
and then taking a softmax operation. For details on the BERT-MC model, please see Xu et al.
(2019). The BERT input sequence consists of “[CLS] SE [SEP] Question [SEP] Option-#i
[SEP]”, where Option-#i denotes the i-th option and [CLS] and [SEP] are special tokens
representing the classification and the passage separators, respectively, as defined in Devlin et
al. (2019). Figure 6 shows the architecture of the BERT baseline model.
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Table 4. CSSMC dataset.

77

Training Dev Test
Lessons 202 27 26
Questions 3,879 780 778
Averaged 11.28 13.93 10.93
paragraphs/lesson
A
#Averaged 46.40 52.67 46.33
entences/lesson
[CLS] 5;551‘::23 [SEP] Question [SEP] Option-#1 [SEP] —| Transformer Linear |—
[CLS] Sgsi%"eﬁg [SEP] Question [SEP] Option-#2 [SEP] —| Transformer Linear |— ;
5
%
[CLS] S;“Eilfi‘;‘:;g [SEP] Question [SEP] Option-#3 [SEP] —»| Transformer Linear |—|
[CLS] Sgsilzl‘:ri’;g [SEP] Question [SEP] Option-#4 [SEP] —| Transformer Linear |—

Figure 6. The architecture of the BERT-MC model (Xu et al., 2019).

4.2 Retrieved Supporting Evidence (SE) Dataset

SE is the corresponding shortest passage based on which the system can answer the given

question. Given the annotation results described in Section 3.2, we find many questions that

involve common-sense reasoning, for which no corresponding SEs can be found in the

retrieved lesson. We denote as SE1 that set of questions for which SEs can be found in the

retrieved lesson (this is termed GSEI if it is also associated with gold SEs); the set of

remaining questions is SE2. Table 5 shows the statistics for GSE1.



78 Chao-Chun Liang et al.

Table 5. CSSMS GSE1 (with gold SEs) subset statistics.

Training Dev Test
Lessons 196 27 26
Questions 3,135 604 563
(NEG*) (53) (14) (15)
( AIAbv&NonAbv®) (332) (69) (56)
Averaged 1135 13.93 10.85
paragraphs/lesson
Averaged sentences/ 46.72 567 46.15
Lesson
*NEG: number of negation-type questions.
b AllJAbv&NonAbv: number of AlIAbv&NonAbv-type questions.
4.3 Results

We conducted two sets of experiments on the CSSMC dataset: (i) GSEI, based on SE1 with
gold SEs, to compare the QA component performance of different models; and (ii) LSE, based
on the whole dataset with all SEs directly retrieved from the Lucene search engine, to compare
different approaches under a real-world situation. Each set covers six different models: (1)
BERT-MC Only, (2) SJS, (3) SJCS, (4) BERT-MC+Neg, (5) BERT-MC+AllAbv&NonAbv, and
(6) BERT-MC+Neg+AllAbv&NonAbv, where BERT-MC Only is the baseline model and Neg
and AlIAbv&NonAbv denote additional answer-selector and preprocessor modules for the
negation and all-of-the-above/none-of-the-above question-types, respectively. We adopted the
setting specified in Xu ef al. (2019) for BERT training. All other models were trained using
the following hyperparameters: (1) a maximum sequence length of 300; (2) a learning rate of
5e-5 with the AdamW optimizer (Loshchilov & Hutter, 2019); (3) 3 to 5 epochs. Table 6
compares the accuracy of various approaches; we report test set performance using the settings

that corresponded to the best dev set performance.

4.3.1 Jointly Judge then Select (JJS)

In this scenario we sought to evaluate the QA component performance of six different models
on the GSE1 subset (i.e., with gold SEs). The GSEI column in Table 6 gives the test set
accuracy rates of various approaches. As the SJS model has special handling for negation and
“PL EYSE (all-of-the-above)” or “LL_F%5JE (none-of-the-above)” questions, it yields better
performance than BERT-MC Only (0.862 vs. 0.849). The SJCS model further replaces the “LL
& & (all-of-the-above)” and “PL_ % JE (none-of-the-above)” options with the
concatenation of the three other options. However, this degrades the baseline performance
significantly, from 0.849 to 0.822. This is because the “Ll_F%/E (all-of-the-above)” and
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Table 6. Test-set performance comparison.

GSEI° GSE1-Neg® | GSEI-AlIAbv&NonAbv* LSE“
BERT-MC  only
(baseline) 0.849 0.200 0.643 0.692
SJS 0.862 NA NA 0.694
SJCS 0.822 NA NA 0.661
BERT-MC
+ Neg 0.870 0.400 NA 0.695
BERT-MC
+ AllAbv& NonAby 0.879 NA 0.839 0.719
BERT-MC
+ Neg
+ AllAbv& NonAby
(also JJS) 0.879 NA NA 0.725

“ GSE1: SEI subset with gold SEs.

® GSE1-Neg: Only negation-type questions within GSE1.

¢ GSE1-AllAbv&NonAbv: Only AllAbv&NonAbv-type questions within GSE1.
¢ LSE: <SE1+SE2> with all SEs retrieved from the Lucene search engine.

“LL F5JE (none-of-the-above)” options are closely related to the other three options.
However, as it considers the concatenation option and the other three options independently,
or separately, without using a complicated decision tree (specified in Figure 3), this approach

is unable to take such correlation into account.

The JJS model (i.e., the last row in Table 6) addresses this problem by considering all of
the options together simultaneously. Table 6 shows that it considerably outperforms the SJCS
model by 5.7% (87.9% - 82.2%) on the test set, which shows that jointly processing all
options together is essential after the concatenation step. The BERT-MC+Neg and
BERT-MC+AIllIAbv&NonAbv models are also evaluated as an ablation analysis. Table 6
indicates they also outperform the BERT-MC only baseline by 2.1% (87.0% - 84.9%) and
3.0% (87.9% - 84.9%) on the test set, respectively, which shows the necessity of both the
preprocessor and answer-selector modules.

Last, to explore the effects of the proposed approaches on specific question types, we
conducted two additional experiments on two GSE1 subsets: (1) the Neg-type only subset,
which contains only negation questions, to compare the performance between the BERT-MC
only and BERT-MC+Neg approaches to evaluate the effectiveness of the answer-selector
module; (2) the AllAbv&NonAbv only subset, which contains only A/l4bv or NonAbv
questions, to compare the BERT-MC only and  BERT-MC+AIlIAbv&NonAbv
approaches to evaluate the effectiveness of the proposed preprocessor. Table 6 clearly shows
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Table 7. Error case of “BERT-MC+Neg” on “GSE1-Neg” subset.
SEs: 41 BEZRGSE I - LERFY - REAS ~ RERTES AR » th LB phis AR T 20, -
"B BPRAEREAE - ERT&EE S WEMRS B T H A LR -
Question: JEFISAEENTH] - S\ EZ LLEIRA HLFEMMmE ?
Options: (N2fNE—E5HE Q2 h1E—EZEAZE G)2hE—@ "4,
(4) FE[F—BES S ETH

Table 8. Error case of “BERT-MC+AlIAbv& NonAbv” on “GSE1-AllAbv& NonAbv”

subset.

SE: T3 EAIL A MER - (R%5 5N RMEREE - BT TR - K
BOTHY  THOTHEE © B0 TEROKSERIE K ERPEATTR - MERZT
AUERE - ABEVENRRARE - EEEYsE AN - EERERERE -

Question: “EERIFATA LR B REARKEREL T KBEAIT [ - SR RE & s
PR SR 2

Options: ()ZEZ5F)TH: QRS GYKETE: DL EEE

that the preprocessor (GSEI-Neg column) and answer-selector (GSE1-AllAbv&NonAbv

column) modules effectively enhance BERT-MC on these two subsets (from 20% to 40%, and

from 64.3% to 83.9%, respectively). The above experiments sufficiently demonstrate the

effectiveness of our proposed approaches (unnecessary combinations are marked “NA” in
Table 6).

The remaining errors in the GSE[-Neg and GSEI-AlIAbv&NonAbv subsets are mainly
due to that answering those questions requires further inference capability. Table 7 shows that
we need to know that “fH A (businessmen)” are people without “FL[EHYIM %% (blood
relations)”. Similarly, Table 8 shows that we need to know that “F:&% g& FHAY T /KHE A
(untreated sewage discharged into the river)” causes “/K'& ;%% (water pollution)”.

4.3.2 LSE (SE1+SE2 with all SEs retrieved from Lucene)

Since the gold SE is not available for real-world applications, this scenario compares the
system performance of different models in a real-world situation. That is, we evaluated
various models with all the SEs retrieved from a search engine (i.e., Apache Lucene
(https://lucene.apache.org/)). Furthermore, to support those questions for which no associated
SEs from the lessons (i.e., the SE2 subset), we used Wikipedia as an external knowledge
resource to provide SEs when possible. We first used Lucene to search the Taiwan
elementary-school social studies textbook and Wikipedia separately to yield two different SEs,
after which we constructed a fused SE by concatenating these two SEs with the format
“Textbook-SE [SEP] Wiki-SE” where Textbook-SE and Wiki-SE denote the two SEs

retrieved from the textbook and Wikipedia, respectively.
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Table 9. Error types.

Error Type Questions
Incorrect Wrong SE: JFE0a 283 » EAJEEKER (TN E
supporting JELE—RE » il H S 7 I S T -
evidence | Question: EEEA L TEIS RAHNTEN - BB IRITE
(52%) VIR > A TEHEH R A 1% R R EE () 2
Options: (DAY ()L G)istH =1IET
Requires SE: FEEHGEM AT BIIDIEEST  BROERILIEERMER 72 -
advanced AT RFIARE 708 2 CHEDER © %~ HEEIREE

éﬁﬁﬁe BB AT
%Wy Question: “/NEAERE T B E BNV - FHIB I E T BiE
@9 s 2

Options: (WA Q)F L QFEEAL GrmL2EEEHE

Experimental results (the LSE column in Table 6) show that both the preprocessor and
the answer selector effectively supplement BERT-MC; performance is improved further when
they are jointly adopted (3.3% = 72.5% - 69.2%). Furthermore, the accuracy of the BERT-MC
only model on LSE is significantly lower than that on GSE1 (69.2% vs. 8§4.9%), which clearly
illustrates that extracting good SEs is essential in QA tasks. Last, to show the influence of
incorporating Wikipedia, we conducted an experiment in which we used only Lucene to
search the textbook. The BERT-MC+Neg+AllAbv&NonAbv model now drops to 70.4% (not
shown in Table 6) from 72.5%, which shows that Wikipedia provides the required common

sense for some cases.

5. Error Analysis and Discussion

We  randomly selected 40 error cases from the test set of the
BERT-MC+Neg+AllAbv&NonAbv model under the “all SEs retrieved from Lucene” scenario.
We found that all errors come from two sources: (1) the correct support evidence was not
retrieved (52%), and (2) the answer requires deep inference (48%). Table 9 shows an example
for each category. For the first example, the retrieved SE is irrelevant to the question; our
model thus fails to produce the correct answer. The second example illustrates that the model
requires further inference capability to know that both “Z4~4HI{R{FHAIR & 1774 (Has the
milk expired?)” and “f£#8 T E FEHAVEEZ (I bought expired cookies in the supermarket)”
are similar events related to “B&mZ A EHEE (Act Governing Food Safety and
Sanitation)”.
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6. Related Work

Before 2015, most work on entailment judgment adopted statistical approaches (Kouylekov &
Magnini, 2005; Heilman & Smith, 2010). In subsequent work, neural network models were
widely adopted due to the availability of large datasets such as RACE (Lai et al., 2017) and
SNLI (Bowman et al., 2015). Parikh et al. (2017) propose the first alignment-and-attention
mechanism, achieving state-of-the-art (SOTA) results on the SNLI dataset. Chen et al. (2017)
further propose a sequential inference model based on chain LSTMs which outperforms
previous models. In recent work, pre-trained language models such as BERT (Devlin et al.,
2019), XLNET (Yang et al., 2019), RoBERTa (Liu et al., 2019) and ALBERT (Lan et al.,
2019) yield superior performance on MC RC tasks. However, these results are obtained
mainly by utilizing surface features (Jiang & Marneffe, 2019). Besides, Zhang et al. (2020)
propose a dual co-matching network to model relationships among passages, questions, and
answer candidates to achieve SOTA results for MC questions. Also, Jin et al. (2020) propose
two-stage transfer learning for coarse-tuning on out-of-domain datasets and fine-tuning on
larger in-domain datasets to further improve performance. In comparison with those previous
approaches, instead of adopting a new inference NN, our proposed approaches supplement the
original BERT with additional modules to address two specific problems that BERT handles
poorly.

7. Conclusion

We present several novel approaches to supplement BERT with additional modules to address
problems with three specific types of questions that BERT-MC handles poorly (i.e., negation,
all-of-the-above, and none-of-the-above). The proposed approach constitutes a new way to
enhance a complicated DNN model with additional modules to pinpoint problems found in
error analysis. Experimental results show the proposed approaches effectively improve
performance, and thus demonstrate the feasibility of supplementing BERT with additional

modules to fix specific problems.
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3. To encourage research in and development of the field of Chinese computational linguistics
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exchange.
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Holding the Republic of China Computational Linguistics Conference (ROCLING) annually.
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Information for Authors

International Journal of Computational Linguistics and Chinese Language Processing (IJCLCLP) invites
submission of original research papers in the area of computational linguistics and speech/text processing of
natural language. All papers must be written in English or Chinese. Manuscripts submitted must be previously
unpublished and cannot be under consideration elsewhere. Submissions should report significant new research
results in computational linguistics, speech and language processing or new system implementation involving
significant theoretical and/or technological innovation. The submitted papers are divided into the categories of
regular papers, short paper, and survey papers. Regular papers are expected to explore a research topic in full
details. Short papers can focus on a smaller research issue. And survey papers should cover emerging research
trends and have a tutorial or review nature of sufficiently large interest to the Journal audience. There is no
strict length limitation on the regular and survey papers. But it is suggested that the manuscript should not
exceed 40 double-spaced A4 pages. In contrast, short papers are restricted to no more than 20 double-spaced
A4 pages. All contributions will be anonymously reviewed by at least two reviewers.

Copyright : It is the author's responsibility to obtain written permission from both author and publisher to
reproduce material which has appeared in another publication. Copies of this permission must also be enclosed
with the manuscript. It is the policy of the CLCLP society to own the copyright to all its publications in order to
facilitate the appropriate reuse and sharing of their academic content. A signed copy of the IICLCLP copyright
form, which transfers copyright from the authors (or their employers, if they hold the copyright) to the CLCLP
society, will be required before the manuscript can be accepted for publication. The papers published by
IJCLCLP will be also accessed online via the IICLCLP official website and the contracted electronic database
services.

Style for Manuscripts: The paper should conform to the following instructions.
1. Typescript: Manuscript should be typed double-spaced on standard A4 (or letter-size) white paper using size
of 11 points or larger.
2. Title and Author: The first page of the manuscript should consist of the title, the authors' names and
institutional affiliations, the abstract, and the corresponding author's address, telephone and fax numbers, and
e-mail address. The title of the paper should use normal capitalization. Capitalize only the first words and such
other words as the orthography of the language requires beginning with a capital letter. The author's name
should appear below the title.
3. Abstracts and keywords: An informative abstract of not more than 250 words, together with 4 to 6 keywords
is required. The abstract should not only indicate the scope of the paper but should also summarize the author's
conclusions.
4. Headings: Headings for sections should be numbered in Arabic numerals (i.e. 1.,2....) and start form the left-
hand margin. Headings for subsections should also be numbered in Arabic numerals (i.e. 1.1. 1.2...).
5. Footnotes: The footnote reference number should be kept to a minimum and indicated in the text with
superscript numbers. Footnotes may appear at the end of manuscript
6. Equations and Mathematical Formulas: All equations and mathematical formulas should be typewritten or
written clearly in ink. Equations should be numbered serially on the right-hand side by Arabic numerals in
parentheses.
7. References: All the citations and references should follow the APA format. The basic form for a reference
looks like
Authora, A. A., Authorb, B. B., & Authorc, C. C. (Year). Title of article. Title
of Periodical, volume number(issue number), pages.

Here shows an example.
Scruton, R. (1996). The eclipse of listening. The New Criterion, 15(30), 5-13.

The basic form for a citation looks like (Authora, Ruthorb, and Authorc, Year). Here shows an example.
(Scruton, 1996).

Please visit the following websites for details.

(1) APA Formatting and Style Guide (http://owl.english.purdue edu/owl/resource/560/01/)

(2) APA Stytle (http://www.apastyle.org/)

No page charges are levied on authors or their institutions.
Online Submission: https:/ijclclp.aclclp.org.tw/serviet SignlnHandler
Please visit the IICLCLP Web page at http://www.aclelp.org.tw/journal/index.php

For more information, please email to ijclclp@aclelp.org tw
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