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Abstract

This paper presents the system that has been
submitted to the multilingual gender biased
and communal language identification shared
task by BFCAI team. The proposed model
used Support Vector Machines (SVMs) as a
classification algorithm. The features have
been extracted using TF/IDF model with uni-
gram and bigram. The proposed model is very
simple and there are no external resources are
needed to build the model.

1 Introduction

The manner in which humans communicate and
their communities has been completely changed
due to the widespread in Social Network Platforms.
The integration of communication and data sharing
through platforms like YouTube, Facebook, and
Twitter caused the emergence and vocalization of
hate between users. The intensity and hostility
lying in the written expressions is a matter of grave
concern. Articulations of hatefulness often cause
breaking down or weakening communities. As the
impact of such articulation travels from online to
offline domain, resultant reactions frequently lead
to incidents like organized riot-like situations and
unfortunate casualties to ultimately broaden the
scope of marginalization of individuals as well as
communities (Bhattacharya et al., 2020). There
exists widespread, simmering distrust, hatred and
insult towards specific groups of people. Users of
social network platforms in most of nations are
predisposed both to believe disinformation and to
share misinformation about discriminated groups in
face-to-face as well as in social network platforms
(Kumar et al., 2020).

In recent times, there have been a large num-
ber of studies exploring various aspects of hateful
and aggressive language and their computational
modelling and automatic detection such as toxic
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comments, trolling, racism, online aggression, cy-
berbullying, hate speech, abusive language and of-
fensive language (Bhattacharya et al., 2020; Nayel
and L, 2019; Nayel, 2020; Nayel et al., 2019; Nayel,
2019).

Prior studies have explored the use of aggressive
and hateful language on different platforms such
as Twitter and Facebook posts. One of the recent
studies was to make use of YouTube comments for
computational modelling of aggression and misog-
yny. Some of the earlier studies on computational
modelling of misogyny have focused almost exclu-
sively on tweets (Mubarak et al., 2017; Nayel et al.,
2021; Chowdhury et al., 2020). Also, all of these
studies have focused on either English or European
languages like Greek (Pitenis et al., 2020), Italian
(Fersini et al., 2020) and Spanish (Costa-jussa et al.,
2020; Chiruzzo et al., 2020). The use of a wide
range of aggressive and hateful content on social
media becomes interesting as well as challenging
to study in context to India which is a secular na-
tion with religious as well as linguistic and cultural
heterogeneity (Chowdhury et al., 2020).

The broader aim of research in this area is to
understand how communal and sexually threaten-
ing misogynistic content is linguistically and struc-
turally constructed. In addition, how this kind of
contents evaluated by the other participants in the
discourse (Bhattacharya et al., 2020). Data originat-
ing from social media is multi-lingual data, which
makes the automatic analysis of social media is
incredibly challenging. In addition, people of the
multi-language countries such as India always use
code-mixed contents. To convey challenges of au-
tomatic multilingual abusive harmful content de-
tection, we present the model has been submitted
to ComMA @ICON shared task at ICON 2021. In
this paper, a machine learning based model will be
developed to detect the misogyny, gender biased
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and communal languages on social media. The sys-
tem will use a supervised text classification model
that would be trained using a dataset annotated at
two levels with labels pertaining to sexual and com-
munal aggression.

In this paper, a demonstration of the submitted
system by BFCAI team to ComMA @ICON2021
shared task is given. The rest of the paper is orga-
nized as follows; related work is outlined in section
2, section 3 presents the task and dataset, method-
ology and algorithms have been used to develop
our system are described in section 4. In section 5,
experimental settings and discussion of the results
are given. Conclusion and future work are given in
the last section.

2 Related Work

A lot of research works have been done in this area.
Bolukbasi et al. (2016) provide a way to investi-
gate gender bias observed in well-known word
embeddings, e.g., word2vec (Mikolov et al., 2013).
They use a set of binary gender pair to gather a
gender subspace. For in-explicitly gendered words,
the difficulty of the word embeddings that project
onto this subspace can be removed to de-bias the
embeddings within the gender direction. They
furthermore endorse a softer model that balances
reconstruction of the precise embeddings at the
same time as minimizing part of the embeddings
that project onto the gender subspace.

The Word Embedding Association Test (WEAT)
was performed by Caliskan et al. (2017). It is
entirely predicated on the hypothesis. Also, it
phrases embeddings that are closer collectively in
the high dimensional area and are semantically
nearer. They find strong evidence of social biases
in pre-trained phrase embeddings.

Gonen and Goldberg (2019) perform exper-
iments on the use of the de-biasing strategies
proposed by Bolukbasi et al. (2016) and Zhao
et al. (2018). They explain that bias elimination
approaches primarily based on gender routes are
inefficient in getting rid of all factors of bias. In
an excessive dimensional space, the spatial distri-
bution of the gender-impartial phrase embeddings
stay nearly identical after de-biasing. This permits
a gender-impartial classifier to nevertheless select
the cues that encode different semantic factors
of bias. Zhao et al. (2020) create a multilingual
European languages dataset for bias evaluation.
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Table 1: A glance of shared task and the associated sub-
tasks

Subtask | Labels | Description

OAG | Content is overtly aggressive
A CAG | Content is covertly aggressive
NAG | Content is non-aggressive

GEN | Content is gendered
NGEN | Content is non-gendered

COM | Content is communal
NCOM | Content is non-communal

They recommended numerous approaches for
quantifying bias from both intrinsic and extrinsic
perspectives. Experimental outcomes display that
choosing a specific alignment target space and
using BERT improve performance. They pick
out the embeddings aligned to a gender-wealthy
language to lessen the unfairness.

3 Task and Dataset

The aim of Multilingual Gender Biased and Com-
munal Language Identification (ComMA @ICON)
shared task is to identify aggressive, gender biased
or communally charged contents in text (Kumar
et al., 2021a). The shared task encompass Hindi,
Meitei, Bangla (Indian variety) and English. Lately,
hate speech related research gained a great inter-
est in the area of computational linguistics. The
shared task is divided into three sub-tasks (A, B
and C) to identify aggressive, gender biased and
communal biased contents respectively. Table 1
gives a glance of the shared task and the associated
sub-tasks. The corpus is a multilingual dataset
consists of 12,000 samples for training and devel-
opment and an overall 3,000 samples for testing
in the proposed languages. Tags contained in this
dataset represent the aggression, gender bias and
communal bias concepts. The full details of the
dataset are given by Kumar et al. (2021b).

4 Methodology

In this section, we present details of the proposed
model and the algorithms used.

4.1 Formal Representation

Given a set of comments C = {c1,c2,...,cn},
where each comment contains a set of words
¢i = {wy,ws,...,wi} and the categories A =



{OAG,CAG,NAG}, B = {GEN,NGEN}
and C = {COM,NCOM} for the sub-tasks A,
B and C respectively. The given task is formu-
lated as a multi-label classification problem, where
an unlabelled comment is assigned with multiple
class labels one from each class A, B and C. The
proposed model will assign the triple (a, b, ¢) such
that, a € A, b € B and ¢ € C for each given an
unlabelled comment.

4.2 Model

The general structure of the presented model is
given in Fig. 1. Machine learning algorithms
have been used to create the proposed model. As
an input for the classification algorithms we ex-
tracted Term Frequency/Inverse Document Fre-
quency (TF/IDF) for each instance in the training,
development and the blind test set.

Train
Data

Training
Classifiers

Development
data Feature
Extraction

Test Data

L Ll L

Figure 1: The general framework of presented model.

The model consists of the following stages:

4.2.1 Tokenization

The first step to build any classifier is to represent
the input data. In this step, each comment ¢y, has
been tokenized into a set of terms to get n-gram
(unigram and bigram) bag of words.

4.2.2 Feature Extraction

In this phase, a TF/IDF vector has been computed
for all the comments in the training and develop-
ment sets. This vector will be used as an input
for developing the classifier. TF/IDF has been cal-
culated as described in (Nayel and Shashirekha,
2017).

4.2.3 Training the Classifier

The features that have been extracted are used as
input for training the classifiers. Support Vector
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Machines (SVMs), Linear classifier, Multilayer
Perceptron (MLP) and Multinomial Naive Bayes
(MNB) algorithms have been used separately as
classification algorithms as well as the ensemble
approach to train the model (Nayel and L, 2019).
Different classifiers namely, Linear classifier, SVM,
MNB, SGD, MLP and Ensemble are created for
the given task.

5 Experiments and Results

The following experimental settings have been used
while training our classifiers: Stochastic Gradient
Descent (SGD) optimization algorithm has been
used for optimizing the parameters of linear classi-
fier. "Hinge” function has been used as a loss func-
tion for linear classifier and SVM uses the linear
kernel while training. The activation function has
been used while training MLP was logistic func-
tion and there exist 20 neurons in the hidden layer.
The hard voting technique was used for ensemble
approach. We used python programming lan-
guages and the library sk1learn, which contains
an integrated set of functions for machine learning
framework. The experiments have been conducted
on MacBook Air device with 8 GB memory, 1.8
GHz Intel core i5.

5.1 Performance Evaluation

Instance-F1 and micro-F1 are two standard evalua-
tion metrics used for multi-label classification prob-
lems. They have been used for evaluation and rank-
ing the submissions of the participants. Instance-F1
is the F-measure averaging on each instance in the
test set, while micro-F1 gives a weighted average
score of each class and is generally considered a
good metric in cases of class-imbalance.

Table 2 shows the instance-F1 and micro-F1 of
our submission for all sub-tasks over all language
comments. We could submit only SVM output due
to time restriction. The performance of our system
among all submissions is very interesting, although
it is very simple and dependent from any external
resources.

Raw data has been used for training the classi-
fiers, we did not apply any preprocessing. This may
affect the performance of our model. In addition,
we did not use any lexical analysis for the data. In
addition, the usage of classical representation for
the texts detained the model performance. Using
state-of-the-art representation such as word embed-
dings would improve the model performance.



Table 2: Instance F1 and Micro-F1 for SVM and all languages of the test set

Micro-F1
Language | Instance F1
Overall | Aggression | Gender Bias | Communal Bias
Multi 0.340 0.669 0.454 0.765 0.790
Meiti 0.317 0.664 0.438 0.692 0.862
Bangala 0.359 0.665 0.471 0.644 0.882
Hindi 0.304 0.678 0.568 0.799 0.668

6 Conclusion

In this paper, a machine learning approaches have
been used for creating a model for detecting the
multilingual gender biased and communal contents.
Presented model achieved good results compared
to its simplicity. Extension of our work includes
using deep learning models to develop the classifier
and test it on much bigger dataset.
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