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Abstract

This paper proposes a method to summarize
news events from multiple sources. We pose
event summarization as a clustering-based op-
timization problem and solve it using particle
swarm optimization. The proposed methodol-
ogy uses the search capability of particle swarm
optimization, detecting the number of clusters
automatically. Experiments are conducted with
the Wikipedia Current Events Portal dataset
and evaluated using the well-known ROUGE-
1, ROUGE-2, and ROUGE-L scores. The ob-
tained results show the efficacy of the proposed
methodology over the state-of-the-art methods.
It attained improvements of 33.42%, 81.75%,
and 57.58% in terms of ROUGE-1, ROUGE-2,
and ROUGE-L, respectively.

1 Introduction

The continuously rising amount of text data makes
analyzing and comprehending textual files tiresome
as technology progresses in a fast-changing fashion.
Capturing important information from large doc-
uments is a time-consuming and labor-intensive
job from the reader’s perspective. A large num-
ber of documents must be handled quickly, and
a large amount of text data necessitates the use
of text and document summarization algorithms.
However, the focus has been on single-document
summarization both for extractive and abstractive
variants with comparatively little advancements in
multi-document summarization.

Multi-document summarization techniques are
becoming paramount in recent years. There are
several real life applications of multi document
summarization like : scientific summarization (Ya-
sunaga et al., 2019) (Mishra et al., 2021d) (Mishra
et al., 2020), news summarization (Fabbri et al.,
2019), email thread summarization (Zhang et al.,
2021), summarization of product reviews (Gerani
et al., 2014), course feedback summarization (Luo

et al., 2016), Wikipedia article generation (Liu
et al., 2018), summarization of medical documents
(Afantenos et al., 2005).

Deep learning has gained a huge amount of at-
tention in recent years as a result of its success in
computer vision (Krizhevsky et al., 2012), natural
language processing (Devlin et al., 2014) (Mishra
et al., 2020), and multi-modal applications (Wang
et al., 2020) (Mishra et al., 2021b) (Mishra et al.,
2021a). Researchers use deep learning to solve
challenging problems because of its capacity to
capture highly nonlinear data relationships. Deep
learning-based models have recently been used in
multi-document summarization (Zhang et al., 2021)
(Fabbri et al., 2019) (Yasunaga et al., 2017), advanc-
ing the field of text summarization and allowing
models to improve their performances. Attempts to
utilise big deep learning models, which have con-
siderably improved the state-of-the-art for different
supervised natural language processing tasks, how-
ever, are hampered by a shortage of large datasets,
making a comprehensive evaluation impossible.
Even with larger datasets, compute resources and
the corresponding training time might also pose a
challenge in case of MDS (multi-document sum-
marization) since several documents have to be pro-
cessed. Moreover, for single and multi-document
summarization, meta-heuristics algorithms have
shown good results in previous studies (Mishra
et al., 2021d) (Saini et al., 2019a) (Saini et al.,
2019b) (Mishra et al., 2021c).

In this work, we have proposed a meta-heuristic
optimization technique-based multi-document sum-
marization methodology using Wikipedia Current
Events Portal (WCEP) dataset introduced in Asso-
ciation for Computational Linguistics (ACL), 2020
(Ghalandari et al., 2020). Major contributions of
this work are as follows:

• Employment of word mover’s distance
(WMD) (Kusner et al., 2015) to find the doc-
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ument center, it captures the semantic simi-
larity. The proposed approach(s) utilize the
word move distance (WMD) to capture the
semantic similarity of sentences. It’s worth
noting that WMD doesn’t require sentences
to be represented as vectors. It employs word
embeddings for various terms derived from a
word2vec model trained on the Google news
corpus, which comprises of 3 billion words
and each word vector has 300 dimensions. If
two phrases are similar, the WMD for each
will be 0.

• We have used the particle swarm optimization-
based clustering (PSO) (Kennedy and Eber-
hart, 1995) technique to cluster these news
event sentences efficiently. It decides the
number of clusters automatically within doc-
uments. This is the first effort to summarize
Wikipedia’s current event documents using
PSO-based clustering to the best of our knowl-
edge.

• To generate the summary, meaningful sen-
tences from different clusters are selected us-
ing sentence scoring features like sentence’s
position, sentence length, similarity with pa-
per’s title, and similarity with the document
center.

2 Related Work

To solve multi-document summarization, non-
neural and neural network-based methods have
been used in the literature.

Non-neural approaches have been widely used
in the literature for multi-document summarization.
In (Carbonell and Goldstein, 1998), authors have
used query relevance and maximum marginal rele-
vance to accomplish text summarization. They uti-
lized the maximum marginal relevance to maintain
anti-redundancy in generated summary. Authors
of (Radev et al., 2004) proposed a clustering-based
approach in which summary is generated using
cluster centroid. Apart from this, they proposed
evaluation techniques using subsumption and sen-
tence utility for single and multi-document sum-
marization. In (Erkan and Radev, 2004), an un-
supervised graphical method, LexRank, has been
proposed for text summarization. Here, the pro-
posed method accomplishes sentence scoring using
the graph-based method. LexRank finds the im-
portant sentences utilizing eigenvector centrality of

graph representation denoting sentences. Authors
of (Mihalcea and Tarau, 2004) have proposed the
TextRank method for text summarization; this is
based on page ranking methodology. In (Haghighi
and Vanderwende, 2009), a generative probabilis-
tic methodology to summarize multiple documents
is proposed. Here, the authors have proposed a
way of constructing a sequence of models using a
frequency-based model. In (Radev and McKeown,
1998), authors have developed a method ’SUM-
MONS’ that combines information from various
news articles and converts it into a summary. In
(Barzilay et al., 1999), multi-document summariza-
tion is accomplished by finding similar elements
across texts from different documents. A graph-
based summarization technique, namely ’Opinosis’
introduced in (Ganesan et al., 2010), generates a
precise abstractive summary from the redundant
opinion. A word-level and sentence-level ranking
based on various indicators of importance, keyword
extraction, and phrase-level salience (Hong, 2005)
(Cao et al., 2015), greedy heuristics on relation
graphs and embedding (Yasunaga et al., 2017) has
been used to solve the multi-document summariza-
tion.

Nowadays, supervised learning is used to solve
extractive and abstractive summarization problems.
But, limitation of supervised approaches is that it
requires a huge amount of data for training. An
attention with encoder-decoder based recurrent
neural network is introduced in (Nallapati et al.,
2016a). Here, authors have carried out abstractive
summarization over DUC and CNN/Daily mail
datasets. In (Cheng and Lapata, 2016), authors
have proposed a data-driven approach with a deep
neural network that incorporates the continuous
sentence features. They developed an architecture
consisting of a hierarchical document encoder and
an attention-based extractor. A sentence ranking-
based approach for single document summarization
is explored in (Narayan et al., 2018). Here, authors
have proposed a training methodology to optimize
the ROUGE evaluation metric using reinforcement
learning. A conditional recurrent neural network
has been employed for abstractive summarization
in (Chopra et al., 2016). Here, the convolutional
attention-based encoder ensures the conditioning
of the input sequence that helps the decoder to fo-
cus on relevant input words at each time step of the
summary generation. In (Nallapati et al., 2016b),
an extractive summarization of the document has
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been carried out using contrasting recurrent neural
network-based architecture. The proposed method
classifies the sentences in a sequential way that
decides whether a sentence should be accepted or
rejected to be included in the summary. Further,
a sentence selector selects a single sentence at a
time in random order to form the summary. A
sequence to sequence architecture for abstractive
summarization has been introduced in (See et al.,
2017). Authors have proposed a pointer generator-
based sequence to sequence model that can copy
a word from the source text that helps in generat-
ing an accurate summary. In (Paulus et al., 2017),
an intra-attention mechanism has been introduced
that attends the input sequence and generates the
output separately in a continuous manner. The au-
thors have also proposed a new training methodol-
ogy that utilizes reinforcement learning and super-
vised word prediction. Standard word prediction
is coupled with RL’s global sequence prediction
training, resulting in more comprehensible sum-
maries. Author of (Cohan et al., 2018) proposed
a architecture to learn discourse structure of the
documents. Apart from these, they also employed
an attentive discourse-aware decoder that can sum-
marize single and multiple documents. In (Ce-
likyilmaz et al., 2018), abstractive summarization
has been accomplished using deep communicat-
ing agents in the encoder-decoder model. Here,
the deep communicating agents divide the long
documents into smaller parts and assign them to
different collaborative agents. The collaborative
agents work as agents connected through a single
decoder which trains end-to-end using reinforce-
ment learning to generate a coherent and accurate
summary. In (Gehrmann et al., 2018), authors
have introduced a data-efficient content selector
that finds the phrase in the input document that is
important for the summary. This selector is em-
ployed as bottom-up attention to constraining the
model to similar phrases.

The limitation of the supervised approach (deep
learning model) is that it needs a huge amount of
data for learning. We often don’t have enough data
to train a supervised model in many instances. Mo-
tivated by this, we present an unsupervised method
for summarizing events in an extractive way from
recent news, which we evaluate on the WCEP
dataset (Ghalandari et al., 2020). It contains daily
news events and their corresponding summaries.
The proposed approach does not require massive

data, and it has consistent performance irrespective
of dataset size.

3 Proposed Methodology

This section has an overview of the proposed
methodology. Fig 1 and Algorithm 1 illustrate the
steps and pseudo-code, respectively. The notations
used in this section are defined in Table 1.

The proposed methodology is based on a nat-
ural phenomenon; at the end of its execution, it
generates a set of solutions. We get a set of opti-
mal solutions at the end. Here, a solution is made
up of a group of sentence clusters that have been
optimized (particle).

Particle swarm optimization (Kennedy and Eber-
hart, 1995) is a famous nature-inspired method that
was designed inspired by the social behavior of bird
flocks. It’s a population-based method of searching.
The method maintains a population of particles.
Every particle in this diagram represents a viable
optimization solution. A swarm comprises numer-
ous alternative solutions to an optimization issue
known as particles in the PSO framework. The
PSO algorithm’s goal, in this case, is to find the op-
timal particle position that produces the best fitness
value in terms of the objective function. We used
a PSO-based clustering approach with K-means
clustering to seed the original swarm. It entails the
following procedures:

1. Particle representation: Each particle chooses
K different sentence vectors as initial cluster
centroid vectors in the first step.

2. • Points are assigned to various clusters as
follows: Each phrase vector is allocated
to the centroid vector that is closest to it,
and then the fitness value is calculated
using Equation 5.

• Updation of position and velocity: In
order to create the new solution, the par-
ticle’s velocity and position are changed
using Equations 1 and 2.

3. Step 2 should be repeated until the termination
condition is met:

• The total number of iterations has been
achieved.

• There is a little change in the centroid
vector.
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Each particle in Nd dimensional space repre-
sents a position, and it moves throughout multi-
dimensional search space, changing its location in
reference to both:

• Particle’s best position found.

• Best position in the neighborhood of that par-
ticle.

The following information is maintained by ev-
ery particle:

• yi The particle’s personal best position.

• xi: The particle’s current position.

• vi The particle’s current velocity.

Using the notations above, the particle’s position
is modified according to

vi,k(t+ 1) = wvi,k(t) + c1r1,k(t)(yi,k(t)

−xi,k(t)) + c2r2,k(t)(ŷk(t)− xi,k(t))
(1)

xi(t+ 1) = xi(t) + vi(t+ 1) (2)

Here, c1 and c2 is denotes the acceleration
constant, inertia weight is w, r1,j(t), r2,j(t) de-
note the random number between 0 and 1 where
k = 1, ...., Nd. Velocity is computed using three
components: (1) component denoting function of
particle’s distance from the personal best position,
(2) fraction of the previous velocity, (3) social com-
ponent representing the distance between particle
and best particle.

The particle’s personal best position is measured
as follows:

yi(t+ 1) = yi(t) if f(xi(t+ 1)) ≥ f(yi(t))

xi(t+ 1) if f(xi(t+ 1)) < f(yi(t))

(3)

Equation 1 denotes the global best version of
PSO, where at end global best solution is taken into
consideration, where ith particle’s neighborhood
has best particle ŷk.

A single particle describes the Nc centroid vec-
tors in the sense of clustering. Here, every particle
xi is formed, as follows:

xi = {mi1,mi2, .......mij , ........miNc} (4)

Here, mij corresponds to the centroid vector of
the jth cluster of the ith particle of the Cij cluster;
therefore, for the existing data vectors, a swarm
describes a set of candidate clusters. As a quantiza-
tion error, the fitness of the particle is calculated as
follows:

E =

∑Nc
j=1[

∑
∀Zp∈Cij

d(zp,mj)/|Cij |]
Nc

(5)

PSO begins with a swarm, which is a
collection of possible solutions (particles).
The particle Xi is made up of solutions
{mi1,mi2, .......mij , ........miNc} with vary-
ing numbers of clusters. Our assumption is
the solution, mij , would represent the centers
of the sentence clusters. However, this is a
challenging task to identify the number of clusters
in a document automatically. Because of this
complexity, each solution has a different number
of clusters, ranging from 1 ≤ K ≤M . M signifies
the number of sentences to be clustered, using K
number of clusters.

K-mean algorithm, with the current number of
cluster centers, is invoked for each solution. After
each iteration of the K-means algorithm, cluster
centroids/centers are modified, and this step is re-
peated until the centroids are converged. particles
change the velocity and position to obtain the best
fitness values. In the end, it automatically decides
the number of clusters as the algorithm terminates.

3.1 Summary Generation
The summary generation procedure is as follows:

• Document’s center identification: The sen-
tence with the lowest average WMD distance
is considered as the document center with re-
spect to all other sentences. The M number of
sentences are taken into account to determine
the average WMD for a sentence.

t = argmini

M∑
i=1

M∑
j=1,i ̸=j

wmd(si, sj)

A
(6)

Where, representative sentence or document
centre is t, M denotes the number of news
sentences , si, sj denote document’s ith and
jth sentence, respectively, A represents the
number of sentence pairs.
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• Cluster’s ranking in ith particle: The Co-
sine similarity computed between the cluster
centers and the document center are used to
rank clusters inside a particle in decreasing
order. In other words, cluster with the shortest
distance to the document center will be given
higher priority(higher rank) than others.

In order to generate the summary, sentences be-
longing to different clusters (high to low) must be
extracted as per their ranks.

Sentence scores are therefore assessed in each
cluster on the basis of four features. Those are the
similarity of sentence to the paper’s title, length of
the sentence, the position of the sentence, sentences
close to the document center, Descriptions of these
features are given below:

• Similarity with the paper’s title (F1): The sen-
tences which are semantically close to the doc-
ument’s title have given high scores (Saini
et al., 2019a). Firstly, these sentences are con-
sidered summary generation. This is defined
as follows:

F1 = wmd(ski , title) (7)

where, ski represents ith sentence of the kth

cluster, document’s title is represented by
title and distwmd is WMD between sentence
and document’s title.

• Position of the sentence (F2:) Essential sen-
tences can be found at the start of most para-
graphs/documents. These sentences can be
helpful to generate a good quality summary
(Saini et al., 2019a).

F2 =
1√
r

(8)

• Length of sentence (F3:) The length of sen-
tence has been used as a selecting criteria.
Here the sentence which are longer in the
length given higher priority over others (Saini
et al., 2019b) (Mishra et al., 2021d).

• Sentences close to the document center in
terms of WMD (F4): Sentences in each clus-
ter identical to the document center in terms
of WMD have been included first in summary
(Saini et al., 2019b) (Saini et al., 2019a).

Symbol Meaning
Nc Number of cluster centroids
xi Particle’s current position
t Time steps
vi Particle’s current velocity
Nc Cluster centroid vector
yi Particle’s best position
Nd Input dimension

vi,k(t+ 1) Updated velocity in k dimension
w weight of inertia
r Random number between 0 and 1
ŷ Best particle
m Centroid Vector

c1, c2 Acceleration constant
WMD Word mover’s distance

Table 1: List of abbreviations

Algorithm 1 WCEP EventSumm-PSO
1: Input: News event from Wikipedia Current

Event Portal
2: Output: Summary of the news events
3: Initialize each particle with Nc randomly se-

lected centroids.
4: for i← 1 to tmax do
5: for each particle i do
6: for each data vector zp do
7: Find the Euclidean distances

d(zp,mij) to all cluster centroids Cij

8: zp assigned to cluster Cij such that
d(zp,mij) = min∀c=1,........Nc{d(zp,mic)}

9: Calculate the fitness using Equa-
tion 5

10: Global and local best positions are being
updated.

11: Update the centroids of the clusters using
Equations 1 and 2.

12: Summary generation corresponding to
Global best solutions as discussed in section
3.1

Methods ROUGE-1 ROUGE-2 ROUGE-L
Similarity with the title (F1) 0.459 0.239 0.395
Position of the sentence (F2) 0.471 0.249 0.405
Length of the sentence (F3) 0.425 0.203 0.355

Similarity with the document center (F4) 0.442 0.221 0.376

Table 2: Score obtained with different features

4 Experimental Setup

This section has a detailed discussion on dataset
and evaluation metrics used.
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Figure 1: The process flow chart of the proposed method.

Methods

0.0

0.1

0.2

0.3

0.4

0.5

Similarity with the 
document Centre

Position of the 
sentence

Length of the 
sentence

Similarity with the title

ROUGE-1 ROUGE-2 ROUGE-L

Figure 2: The bar graph of obtained score with the
different features

4.1 Dataset

We use WCEP (Ghalandari et al., 2020) dataset for
the experimentation. The dataset contains 10,200
items from recent news events, as well as their
summaries. Train set, validation set and test set
consist of 8158, 1020 and 1022 respectively.

4.2 Evaluation metrics

The proposed approach is evaluated using the pop-
ular evaluation metrics ROUGE scores (Lin, 2004)
used for text and document summarization. This
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Figure 3: The bar graph showing comparison with the
state-of-the-art methods

score computes the overlapping n-grams between
the generated summary and the ground truth sum-
mary. F1-score, precision, and recall are commonly
utilized in the literature to do quantitative analysis.
The Rouge-F1 scores are shown in the Tables 2 and
Table 3 .

5 Result and Discussions

This section has a detailed discussion on results
obtained and their analysis. We have shown the
obtained score in Table 2 and comparison with the
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Methods ROUGE-1 ROUGE-2 ROUGE-L
TextRank 0.341 0.131 0.25

TSR 0.353 0.137 0.257
BertReg 0.35 0.135 0.255

Submodular 0.344 0.131 0.25
Submodular + Abs 0.306 0.101 0.214

Centroid 0.341 0.133 0.251
Proposed Method 0.471 0.249 0.405

Table 3: Comparison of the proposed method with the
state-of-the-art methods

state-of-the-art methods in Table 3.

5.1 State-of-the-art comparative baselines

We have accomplished the comparison with the
following state-of-the-art methods:

• TextRank: This is an unsupervised method
of text summarization (Mihalcea and Tarau,
2004). It is based on a graph-based ranking
model that perceives the most important sen-
tence and the keyword for the summary.

• Centroid: This methodology generates the
summary utilizing the cluster centroid gen-
rated by a topic detection algorithm (Radev
et al., 2004).

• TSR: This approach is based on sentence rank-
ing based on statistical feature an average
of the word embedding vectors (Ren et al.,
2016).

• BERTREG: This is similar to TSR method-
ology, but it uses the sentence embedding
produced by pre-trained BERT (Devlin et al.,
2019).

• SUBMODULAR: This method is based on the
submodular function that integrates coverage
and non-redundancy to find the important sen-
tence within the document to form the sum-
mary (Chali et al., 2017).

• SUBMODULAR + Abs: Abstractive based
approach sentence compression and metging
is incorporated in SUBMODULAR approach
(Chali et al., 2017).

5.2 Analysis of the Results:

We have shown the obtained score with different
features in Table 2 and comparison with state-of-
the-art methods in 3. It can be concluded from Ta-
ble 3 that the proposed methodology outperforms

the state-of-the-method. It can be seen from Ta-
ble 3 that TSR (Ren et al., 2016) has the high-
est score among all methods. The bar graph of
scores obtained with different features and com-
parison with the state-of-the-art is shown in Fig
2 and Fig 3 respectively. If, we compare with
the TSR method, the proposed method has the im-
provement of 33.42%, 81.75%, and 57.58% con-
sidering ROUGE-1, ROUGE-2, and ROUGE-L,
respectively.

6 Conclusion and Future Works

This paper presents a method of Wikipedia cur-
rent event summarization using a particle swarm
optimization-based clustering methodology. We
utilized the search capability of particle swarm op-
timization as an underlying optimization strategy,
an evolutionary algorithm. The proposed method
detects the number of clusters automatically. The
different feature has been employed for sentence
scoring within-cluster and to form the final sum-
mary. The efficacy of the proposed method has
been tested on the WCEP dataset. The obtained re-
sults show the effectiveness of the proposed method
over state-of-the-art methods. Compared to the best
method among the state-of-the-art, the proposed
method has the improvement of 33.42%, 81.75%,
and 57.58% in terms of ROUGE-1, ROUGE-2, and
ROUGE-L, respectively.

In the future, this work can be extended using
the ensembling of the clustering technique. Apart
from that, more sophisticated feature word mover’s
distance, BERT similarity, and textual entailment
can be utilized for a summary generation.
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