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Abstract

Learning sentence representations which cap-
ture rich semantic meanings has been crucial
for many NLP tasks. Pre-trained language
models such as BERT have achieved great
success in NLP, but sentence embeddings ex-
tracted directly from these models do not per-
form well without fine-tuning. We propose
Contrastive Learning of Sentence Representa-
tions (CLSR), a novel approach which applies
contrastive learning to learn universal sentence
representations on top of pre-trained language
models. CLSR utilizes semantic similarity of
two sentences to construct positive instance
for contrastive learning. Semantic informa-
tion that has been captured by the pre-trained
models is kept by getting sentence embeddings
from these models with proper pooling strat-
egy. An encoder followed by a linear projec-
tion takes these embeddings as inputs and is
trained under a contrastive objective. To eval-
uate the performance of CLSR, we run experi-
ments on a range of pre-trained language mod-
els and their variants on a series of Semantic
Contextual Similarity tasks. Results show that
CLSR gains significant performance improve-
ments over existing SOTA language models.

1 Introduction

Learning sentence representations that can encode
semantic information is crucial for many Natural
Language Processing (NLP) tasks such as question
answering, summarization, machine translation.
Many attempts have been made to learn general
purpose sentence embeddings (Le and Mikolov,
2014; Kiros et al., 2015; Hill et al., 2016; Conneau
et al., 2017; Arora et al., 2017; Logeswaran and
Lee, 2018; Cer et al., 2018; Subramanian et al.,
2018; Pagliardini et al., 2018). Since transformer-
based pre-trained language models such as BERT
are introduced and achieve the state-of-the-art re-
sults in many NLP tasks, several methods have
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been proposed to generate sentence embeddings
with some pooling strategy such as mean, max from
word level embeddings and fine tune these mod-
els on downstream tasks (Reimers and Gurevych,
2019) or train to calibrate these models for isotropic
embeddings (Li et al., 2020; Su et al., 2021).

Inspired by the recent development of con-
trastive learning in learning visual representations
(Chen et al., 2020), we design a contrastive learning
based architecture to learn high-quality semantic
sentence representations and show this approach
can significantly improve the sentence represen-
tations. We integrate both pre-trained language
models and contrastive learning and call our archi-
tecture Contrastive Learning of Sentence Represen-
tations (CLSR). Different from previous methods
of using data augmentation to construct positive
pairs in contrastive learning (Chen et al., 2020), we
use semantic similarity or entailment relation of
two sentences to build positive pairs. By sending
two similar sentences into a pre-trained language
model and then generate vector representations by
pooling, CLSR is able to keep the rich information
captured by these pre-trained models. A contrastive
objective is used to train an encoder followed by
a linear projection to further learn the embeddings
in an unsupervised way. CLSR is model-agnostic.
The initial sentence embeddings it takes as inputs
can come from any pre-trained model.

2 Related Work

Learning sentence embeddings has attracted a lot
of interest. Paragraph Vector (Le and Mikolov,
2014) and Skip-Thought (Kiros et al., 2015) learns
generic, distributed sentence representations in
an unsupervised fashion, one by proposing two
log-bilinear models and the other one by training
an encoder-decoder model to reconstruct the sur-
rounding sentences of an encoded passage. Hill
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et al. (2016) proposed Sequential Denoising Au-
toencoders and FastSent to learn sentence repre-
sentations from unlabelled data. InferSent (Con-
neau et al., 2017) performs the learning in a super-
vised way by training a Siamese BiLSTM network
on Stanford Natural Language Inference (SNLI)
dataset (Bowman et al., 2015). Universal Sentence
Encoder (Cer et al., 2018), with two variants, com-
bines both by training with transfer learning on
unsupervised data and being augmented on super-
vised data from the SNLI corpus (Bowman et al.,
2015).

Recently there have been several attempts to im-
prove sentence embeddings from pooled outputs
of pre-trained language model such as BERT (De-
vlin et al., 2019). Sentence-BERT (Reimers and
Gurevych, 2019) trains a Siamese network to fine-
tune BERT and its variants. BERT-flow (Li et al.,
2020) learns more smooth and isotropic embed-
dings by applying normalizing flow (Kumar et al.,
2020) to convert BERT sentence embedding distri-
bution into a Gaussian distribution. SBERT-WK
(Wang and Kuo, 2020) improves Sentence-BERT
by incorporating the pattern of layer-wised word
representations in subspace. Su et al. (2021) ap-
plied whitening technique to enhance the isotropy
of sentence representations.

Since contrastive learning has achieved great
success in unsupervised representation learning in
computer vision, it also has gained much interest
in NLP including sentence representation learning.
The following are some recent or concurrent work,
many of which have explored different data aug-
mentation strategies. IS-BERT (Zhang et al., 2020)
learns through maximizing the mutual information
between the global sentence representation and its
local token representation. CERT (Fang and Xie,
2020) augments sentences using back-translation
(Edunov et al., 2018). DeCLUTR (Giorgi et al.,
2020) applies a contrastive objective on textual seg-
ments sampled from nearby in the same document.
CLEAR (Wu et al., 2020) uses multi sentence-level
augmentation to construct positive pairs. Carlsson
etal. (2021) proposes Contrast Tension which coun-
ters the task biases in pre-trained language models
by contrasting the noise between the output from
two independent models. ConSERT (Yan et al.,
2021) explores several ways to augment data such
as adversarial attack, token shuffling etc. SIimCSE
(Gao et al., 2021) constructs positive instances by
taking different outputs of the same sentence from

the same pre-trained language model using dropout.
Besides treating the task as unsupervised learning,
although some of the above work such as Yan et al.
(2021), Gao et al. (2021) also explore it as super-
vised learning, our method is mainly to show, by
simply using sentence pairs with high similarity
or entailment relation in existing labeled corpus to
construct positive instances, contrastive learning
can still further significantly improve the quality
of sentence embeddings on top of any pre-trained
language model.

3 Model
, Minimize distance
v, v
Projection Projection
Head (h) Head (h)
sentence embedding
v v

ua/\ Ub/\
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Model (m) Model (m)
Sentence A Sentence B

Figure 1: Contrastive learning of sentence representa-
tions. Two semantically similar sentences A and B (a
positive pair) are sent to the same pre-trained model m
(e.g., BERT). Each sentence embedding from m goes to
an encoder e and a projection function h. A contrastive
loss is applied to minimize the distance of two sentence
embeddings. Output from e is used as the sentence rep-
resentation for downstream tasks.

Contrastive learning has been a promising ap-
proach in self-supervised learning. It learns generic
representations by contrasting positive pairs against
negative pairs. SimCLR (Chen et al., 2020) is a
simple framework for contrastive self-supervised
learning of visual representations without using
specialized architectures or a memory bank.

CLSR adopts contrastive learning framework
SimCLR (Chen et al., 2020) to learn sentence se-
mantic representations as shown in Figure 1. CLSR
consists of:
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* A pre-trained language model or pre-trained
sentence encoder takes a raw sentence as in-
put and output the sentence embedding, pool-
ing may be applied. For example, pre-trained
BERT with average pooling could be used
to generate a vector representation for a sen-
tence. Two sentences with high similarity are
sent into the pre-trained model respectively to
generate two sentence embeddings. They are
considered as a positive pair. One is treated
as a positive instance of the other. This step
is different from SimCLR. We do not apply
data augmentation technique to construct pos-
itive instance due to natural languages being
highly discrete semantically. Instead, we use
the property of semantic similarity.

* A neural network based encoder e further
encodes sentence pairs into vectors respec-
tively. This encoder could be of any structure.
Since a well-pre-trained language model has
been applied in the first step, in our setting,
a simple Multi-Layer Perceptron (MLP) with
1 hidden layer and ReLu nonlinearity on the
output is used to further encode information
learned through contrastive learning without
fine-tuning. The representation from this en-
coder is used for downstream tasks.

* A linear projection head h is applied to map
sentence embeddings to a new representation
space by training with contrastive objective.
We follow the design in (Chen et al., 2020)
which shows that a projection head can im-
prove performance on downstream tasks.

* A contrastive loss function is defined as fol-
lowing: for a given set of sentences {s,, } that
contain positive sentence pair s, and s; with
high semantic similarity, the contrastive learn-
ing process is to find s, in {5, }p£q-

After randomly sampling m sentence pairs into
a mini batch, this batch contains 2m sentences.
Each sentence pair is treated as a positive pair, and
the rest of sentences in the batch are treated as in-
batch negatives (Chen et al., 2020; Henderson et al.,
2017). We hypothesize that the probability of hav-
ing one or more sentences in the negative samples
that are highly semantically similar with that in the
positive pair is very low and thus is ignored. Then
the loss function of a positive sentence pair (sg, Sp)

Base Model CLSR-STSB | CLSR-NLI
BERT-base 59.32 64.94 76.74
BERT-large 57.77 63.84 78.75
SBERT-base | 77.12 80.15 81.93

SBERT-large | 79.19 80.19 83.76

Table 1: Spearman correlations on STS-B development
set. The 1°¢ column includes 4 base models and their
performance on STS-B. The 2" and 3"¢ columns in-
clude the performance of CLSR built on each base
model and trained on STS-B or NLI data respectively.

1024
78.55

Batch Size 64 128 256 512
STS-B 6493 6738 69.78 76.74

Table 2: Spearman correlations on STS-Benchmark de-
velopment set to show the effect of batch size. CLSR
is built on BERT-base-uncased and trained on STS-B.

is defined as:

esim(va )/ T

S L gyesimlve )/

Zsa,sb = —log (1)

where 7 is the temperature hyper-parameter,
sim(vg, vp) is a function measuring similarity be-
tween two given sentence vectors. We use cosine
similarity for measurement. I is an indicator func-
tion to determine if a sentence s; is included as a
negative sample or not. If i # a, it returns 1; other-
wise, 0. The final loss is computed across all the
positive sentence pairs in a mini batch. Positive
pairs (sg, sp) and (s, So) are both included.

4 Experiments

4.1 Experiment Settings

Datasets: We use two types of training data. One
is Semantic Textual Similarity (STS) in which STS-
Benchmark is chosen. It comprises 8,628 sentence
pairs with similarity score 0-5. We pre-process the
data by keeping sentence pairs with scores higher
than 4 which indicate high similarity. This gives us
totally 1,406 pairs. The other one is Natural Lan-
guage Inference (NLI) data. We follow Sentence-
BERT (Reimers and Gurevych, 2019) to concate-
nate two NLI datasets: SNLI (Bowman et al., 2015)
and Multi-Genre NLI (Williams et al., 2018). SNLI
dataset contains 570k English sentence pairs la-
beled with entailment, contradiction, and neutral.
While Multi-Genre NLI is a collection of 433k sen-
tence pairs annotated with the same three labels.We
pre-process them by only selecting sentence pairs
with label entailment. This leads to total 314,315
samples used in our training.
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Model STS12 STS13 STS14 STS1S STS16 STS-B  Avg.
BERT-base 45.61 56.57 57.15 62.94 64.74 64.48  58.58
CLSR-BERT-base 59.83 66.16 63.80 70.11 69.71 70.03  66.61
BERT-large 46.98 52.88 49.56 56.63 61.64 65.37  57.51
CLSR-BERT-large 60.02 63.19 62.74 68.81 71.78 73.53  66.68
SBERT-base 66.35 73.76 73.88 77.33 73.62 73.63  73.10
CLSR-SBERT-base 66.38 74.96 73.81 77.93 75.22 70.35  73.11
SBERT-large 68.79 75.71 75.12 80.29 75.91 75.35  75.20
CLSR-SBERT-large  69.49 76.74 74.64 78.90 77.84 76.84  75.74

Table 3: Comparison of CLSR models and their corresponding base pre-trained models on the series of STS tasks.
Spearman correlations multiplied by 100 are reported. SBERT-base and SBERT-large refer to Sentence BERT built
on BERT base or large and trained using NLI datasets with mean pooling strategy.

4 SOTA models for comparison: For an accu-
rate assessment, BERT-base, BERT-large, SBERT-
base, SBERT-large are selected to compare with
CLSR. BERT models are selected due to their good
performance and popularity in NLP. SBERT mod-
els are popular pre-trained sentence embedding
models and represent the best SOTA performance.

6 STS tasks for evaluation: Since CLSR can
take sentence embeddings from any base models
such as BERT as input, we evaluate its effective-
ness by comparing CLSR and its base models on
the same task. For example, when we perform
evaluation on STS-B, if CLSR is trained by taking
embeddings from pre-trained BERT base model
with mean pooling over its last layer, we run both
BERT and CLSR models on STS-B. As Pearson
correlation is shown to be not suitable for STS
(Reimers et al., 2016), we report the results of
Spearman correlation between the cosine similarity
of a sentence pair and the ground truth label. We
evaluate our model on 6 Semantic Textural Similar-
ity tasks that include STS12-STS16 (Agirre et al.,
2012, 2013, 2014, 2015; Artetxe et al., 2016), the
STS-Benchmark (Cer et al., 2017).

Model setting and hyper-parameters: To fully
assess the computation efficiency of our approach,
we use a simple MLP with only 1 hidden layer
and a 768-dimensional output layer as the encoder
network, and a linear projection head to project the
presentation to a latent space but with the same
dimensions. We train at batch size 512 for 2000
epochs. Learning rate is 0.5 with the decay rate
of 0.0001. Temperature is 0.1. We adopt linear
warmup in the first 10 epochs and decay learning
rate with cosine decay schedule without restarts
(Chen et al., 2020; Loshchilov and Hutter, 2016).

4.2 Training Set Construction

To construct positive instances for contrastive learn-
ing, sentence pairs with high similarity in STS tasks

Pooling Strategy STS-B
CLS 61.34
mean 76.74

Table 4: Comparison on STS Benchmark development
set to show the effect of different pooling strategy. The
CLSR is built on BERT-base-uncased.

can be naturally used. Sentences with entailment
relation in NLI tasks can be an alternative option.
In order to decide which training dataset performs
better, we run an experiment on selection of train-
ing data. CLSR are trained with the 4 base models
on STS-B and NLI datasets respectively. Following
convention, Spearman correlations are reported on
the STS-B development set. As shown in Table
1, compared with base pre-trained models, CLSR
built on those models achieve significant improve-
ments overall. Models trained on NLI dataset per-
form much better than those trained on STS-B with
15 points increment over BERT-base. Based on this
result, we will report results only on NLI dataset
due to space limitation.

4.3 Results on STS Tasks

We evaluate CLSR framework on a series of STS
tasks. We run a CLSR model and its base pre-
trained model on the tasks respectively. Spearman
correlations are reported in Table 3.

Compared with pre-trained BERT base and large
models, the corresponding CLSR models increase
the performance on all STS tasks by large margins.
Compared with SOTA SBERT models, CLSR also
shows solid improvement. It’s reasonable to infer
that such an improvement could be more significant
with more training data, as we only train the CLSR
model using roughly 1/3 of the NLI data, while
SBERT fine-tunes the BERT models using all the
data from the same dataset. The pre-trained BERT
models are not fine-tuned and only a simple 2-layer
MLP is designed to further encode the sentence

280



embedding. Surprisingly this simple approach can
still slightly improve performance on several tasks
compared with SBERT. This further validates the
effectiveness of contrastive learning approach.

4.4 Ablation Study

Effect of batch size. Effect of batch size is shown
in Table 2. The performance on STS-B develop-
ment set shows that larger batch size brings better
performance. This is consistent with the previous
finding that contrastive learning benefits from large
batch size (Chen et al., 2020). Since there are 2(n-
1) negative instances in a mini-batch with size n, the
change of batch size affects the number of negative
instances more than that of positive instances. Thus
it can be further inferred that, contrastive learning
in the proposed framework learns more from larger
number of negative instances.

Effect of pooling strategy. Previous work has
shown the effect of pooling strategy (Xiao, 2018;
Reimers and Gurevych, 2019). More specifically,
taking the average of all the output word embed-
dings outperforms usage of the CLS token embed-
ding as sentence embedding. This is also confirmed
in our model as shown in table 4. By taking the
mean of all the work embeddings from the last
layer in BERT-base as input for CLSR, its perfor-
mance on STS-Benchmark task increases as much
as 15 points over the CLS token embedding.

5 Conclusion and Future Work

This paper presents a novel approach of applying
contrastive learning on pre-trained language mod-
els to learn generic sentence representations. The
evaluation on a series of STS tasks shows that our
approach outperforms the pre-trained SOTA lan-
guage models significantly. How to construct multi-
ple positive instances and further integrate the idea
of contrastive learning will be explored in future.
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