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Abstract

Automatic speech recognition (ASR) has
experienced several paradigm shifts over
the years from template-based approaches
and statistical modeling to the popular
GMM-HMM approach and then to deep
learning hybrid model DNN-HMM. The
latest shift is to end-to-end (e2e) DNN ar-
chitecture. We present a study to build
an e2e ASR system using state-of-the-art
deep learning models to verify the appli-
cability of e2e ASR models for the highly
inflected and yet low-resource Sinhala lan-
guage. We experimented on e2e Lattice-
Free Maximum Mutual Information (e2e
LF-MMI) model with the baseline statis-
tical models with 40 hours of training data
to evaluate. We used the same corpus
for creating language models and lexicon
in our previous study, which resulted in
the best accuracy for the Sinhala language.
We were able to achieve a Word-error-
rate (WER) of 28.55% for Sinhala, only
slightly worse than the existing best hy-
brid model. Our model, however, is more
context-independent and faster for Sinhala
speech recognition and so more suitable for
general purpose speech-to-text translation.

1 Introduction

There are two main architectures in training
the ASR system. They are Statistical ASR
architecture and End-to-End(e2e) Deep Neu-
ral architecture. Statistical ASR was the state
of the art for many years, however after the
year 2015, researchers tend to move towards
e2e ASR systems due to the higher results.
The main difference between these two archi-
tectures is the number of models needed to
create, in training the ASR system. In Statis-
tical ASR, it needs 3 types of models and they
are acoustic models, pronunciation models and
the language model. But in e2e ASR, it will
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compress those 3 models into a single Deep-
Neural-Network (DNN) (Wang et al., 2019).

So many research have been done using e2e
architecture for creating ASR systems for dif-
ferent languages since this is a new trending
area of Natural-Language-Processing (NLP)
and speech recognition. And there are previ-
ous researches conducted for English speech
recognition that show better results when us-
ing e2e architecture than the traditional sta-
tistical approach (Park et al., 2019).

Currently, there are previous and ongoing
researches on building ASR systems for Sin-
hala language using statistical ASR architec-
ture, Gaussian mixture model with Hidden
Markov model (GMM-HMM) based models
and Hybrid Deep-Neural-Network with Hid-
den Markov model (DNN-HMM) based mod-
els (Gamage et al., 2020; Karunathilaka et al.,
2020). E2e architecture would be a new ap-
proach for Sinhala ASR and it will help to
improve the available resources as well. Es-
pecially, e2e architecture opens the doorway
to transfer learning, which is the new trending
for low resource speech recognition, to improve
the accuracy. These domains for speech recog-
nition were popular in later 2019 among the
researchers and it is essential to have models
trained in e2e architecture in Sinhala language
to get a generic idea when accessing these do-
mains (Stoian et al., 2020).

In this paper, we present a study on e2e
DNN architecture based ASR systems for Sin-
hala speech recognition using e2e LF-MMI
model. The performances of the e2e model will
be evaluated and compared with the statisti-
cal models such as GMM-HMM, DNN-HMM
and combinational models of SGMM-DNN.

The paper is organized as follows. Section
2 presents the related studies, Section 3 de-
scribes the methodology, data preparation and
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implementation in greater detail. Section 4 de-
scribes the results and evaluation. Section 5
presents the conclusions and the future work.

2 Literature review

More than 30 years later also this methodology
still predominates in ASR. Nowadays, most
practical speech recognition systems are based
on the statistical approach (Wang et al., 2019).

With the improvement of deep learning,
DNN is introduced for creating acoustic mod-
els. The role of DNN is to calculate the pos-
terior probability of the HMM state, by re-
placing the traditional GMM observation prob-
ability. So DNN-HMM models become the
state-of-the-art ASR model by achieving bet-
ter results than GMM-HMM models (Wang
et al., 2019). The training process and decod-
ing process of the HMM-based model deter-
mines whether it faces the following difficulties
in actual use.

e The training process is very complicated
and it is difficult to perform global opti-
mization.

e When constructing HMM based models,
they made an assumption that the 3 mod-
els are independent from each other. This
simplify the model creation but this is not
an actual match (Wang et al., 2019).

Due to the above-mentioned shortcomings
or anomalies in the HMM-based models, more
research was carried out in the e2e architecture
with the trending of deep learning. The end-to-
end model is a system that directly maps input
audio sequence to sequence of words or other
graphemes (Rao et al., 2017). So direct map-
ping of utterances to character sequence is con-
ducted where no intermediate states like cal-
culating posteriors in the output (Wang et al.,
2019).

Data alignment is the major problem in
both HMM based and e2e models but e2Ze
models require soft alignments where HMM
based models use forced alignments. However,
main problem in e2e architecture is that it re-
quires a large amount of speech data to achieve
higher accuracy in recognition (Wang et al.,
2019). Till year 2018 low resource speech
recognition systems are never used e2e archi-
tecture because this architecture is used in

Large Vocabulary Continuous Speech Recogni-
tio (LVCSR). (Povey et al., 2016) paper shows
that, abundance of training data make the sys-
tem lagged comparable to hybrid DNN sys-
tems when trained on smaller training sets.

Interspeech 2018 Low Resource Automatic
Speech Recognition Challenge for Indian Lan-
guages research conducted by Microsoft Cor-
poration in India created a challenge by giving
50 hours of transcribed speech in each Tamil,
Telugu and Gujarati which are three main in-
dian languages and asked participants to build
ASR systems restricted to this dataset. Evalu-
ation carried out on a blind test set (Srivastava
et al., 2018). The ISI-Billa system presented
to address the above challenge (Billa, 2018)
was an EESEN based end-to-end multilingual
LSTM network trained using the Connection-
ist Temporal Classification (CTC) training cri-
terion . This is the first time to use an e2e
model for south asian languages. Both mono-
lingual and multilingual systems trained using
this model and it outperformed the baseline
models in all three languages (Srivastava et al.,
2018).

After year 2019, transfer learning and unsu-
pervised learning techniques have become fa-
mous in the speech recognition domain. One
of the major improvements was to tackle the
low resource problems researchers are intro-
ducing in these domains (Bataev et al., 2018).
In the Investigation of transfer learning for
ASR using LF-MMI trained neural networks
paper they used weight transfer and multi-
task learning transfer learning techniques to
address the low resource problem (Ghahre-
mani et al., 2017). Meta Learning For End-
to-end Low-resource Speech Recognition pa-
per shows that using multilingual CTC mod-
els can be used to improve the accuracy of
the ASR using Meta learning techniques (Hsu
et al., 2020). In wav2vec: Unsupervised Pre-
training for Speech Recognition paper used a
model is trained using the Auto Segmentation
Criterion. Untranscribed web audio for low
resource speech recognition paper has intro-
duced semi-supervised training is done by us-
ing lattice-free maximum mutual information
(LF-MMI) to untranscribed data (Carmantini
et al., 2019).
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3 Approach

3.1 Data Preparation

Data preparation is the most important task
in the ASR pipeline because to have a reliable
ASR, it highly depends on the consistency and
integrity of the data preparation step (Gam-
age et al., 2020). We used Kaldi toolkit in
the study and data preparation is done ac-
cordingly. Since the training scripts of e2e LF-
MMI models does not allow segment file which
has the length of each utterance in a single au-
dio file, we had to split the audio recored in
praat to have a single audio wave file to a sin-
gle utterance in training models.

3.1.1 Dataset

Here we have used the collected recordings
from Language Technology Research Labora-
tory (LTRL) of University of Colombo School
of Computing (UCSC) which has 40 hours of
training data which have been gathered using
Praat and Redstart tools. Training the models
involves a total data set from 113 native speak-
ers where 79 are female, and 34 are males. The
training data set has audio recordings from 67
females and 27 males speakers, and the total
utterances are 17848 sentences, which is 25h of
speech data. As the validation data set,2002
speech utterances from 8 females and 3 male
speakers are taken for fine-tuning the models.
Testing the models involve a data set from 4 fe-
male speakers and 4 male speakers where they
utter 80 speech sentences altogether. Training
has done in 16kHz sample rate and refer (Gam-
age et al., 2020) for more details. The overall
details about the data sets are given in table
1.

Dataset Male Female Utterances
Train 27 67 17848

Dev 3 8 2002

Test 4 4 80

Table 1: Details of train,validation and test data
sets

3.1.2 Lexicon

Lexicon has the mapping of words with the
relevant spoken phone sequences and it is a
major part of the pronunciation model in a
statistical ASR system (Gamage et al., 2020).

For creating lexicon, ”Sinhala G2P Conver-
sion” (Nadungodage et al., 2018) and "Subasa
Transliterator” tools are used and please refer
(Gamage et al., 2020) for more details.

3.1.3 Corpus

We used 3 corpora namely, UCSC Novel Cor-
pus (90000 unique sentences), Chatbot Corpus
(388 unique sentences) and the corpus created
using active learning method (20000 unique
sentences) to create the corpus for the study.
By combining the above corpora, a new corpus
is created to generate ngram language models.
Summary of the corpus is available in table
2. SRILM (Stolcke, 2002) toolkit and KenL.M
(Heafield, 2011) toolkit are used to create the
n-gram language models. After calculating
perplexities for testing dataset we selected a
4-gram language model through the study. De-
tails of the Language Models are represented
in table 3.

Vocabulary Size 243339
Total number of Sentences 119621
Total number of words 1194940

Table 2: Corpus Statistics

Language Model Perplexity
Witten-Bell 3grams 9.393376
Witten-Bell 4grams  8.108833

Table 3: Perplexities of created Language Models

3.2 Baseline models

Mainly, 4 baseline models are considered in
the study excluding monophone and triphone
models as done for Sinhala language men-
tioned in (Gamage et al., 2020). Those base-
line models are,

e Subspace Gaussian mixture model with
MMI (SGMM-+MMI)

o Hybrid System (Dan’s DNN)
o Hybrid System (Keral’s DNN)
e Combination SGMM + Dan’s DNN

Detailed descriptions of creating base-
line models are presented in (Gamage
et al., 2020).Usage of Combinational Acoustic
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Models(DNN-HMM and SGMM) and Identify-
ing the Impact of Language Models in Sinhala
Speech Recognition (Gamage et al., 2020) pa-
per uses 30 hours of training data. Addition-
ally we have used 10 more hours with the same
dataset.

Mel Frequency Cepstral Coefficient (MFCC)
feature extraction is done using 13 MFCC with
downsampling and zero order coeflicient as it
is the standard measurement, and features are
extracted every 10ms with the 25ms Hamming
window (Povey et al., 2011). Followed by,
we trained models with monophone training,
triphone training with delta feature compu-
tation, Linear Discriminant Analysis (LDA)
with Maximum Likelihood Linear Trans-
form(MLLT) and Speaker Adaptive Train-
ing (SAT). Alignments of LDA+MLLT+SAT
model are used to train SGMM-+MMI models
and Hybrid models. DNN models are influ-
enced by Keral’s recipe and Dan’s recipe men-
tioned in Kadli (Povey et al., 2011). Parame-
ters for above models are mentioned in (Gam-
age et al., 2020), in detail. Results obtained
in baseline models are represented in table 4.

3.3 Proposed E2e Lattice-Free Maximum
Mutual Information (LF-MMI) model

We used the default Neural Network (NN) ar-
chitecture to train WSJ dataset mentioned in
training recipes. We used Factored Time De-
lay Neural Networks (TDNNf) according to
the standard Kaldi WSJ recipe. This neural
network has 13 TDNNf layers and a rank re-
duction layer. The number of units in the
TDDNf consists of 1024 and 128 bottleneck
units. The default hyperparameters of the
standard recipe were used with the number of
epochs 10, 30 and 50. (Hadian et al., 2018).

We chose the phone based training to create
the e2e models. Architecture used to create
e2e LF-MMI models are represented in figure
1.

Unlike in baseline models, 40-dimensional
MFCC features are extracted from 25ms
frames every 10ms because it is the default
used in WSJ recipe (Hadian et al., 2018). Zero
mean and unit variance normalization tech-
niques are used per-speaker basis and no other
feature normalization or feature transform is
used. Unlike in baseline models, we do not per-
form re-alignments during the training here.
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Data is augmented with 2-fold speed perturba-
tion in all the experiments because it modifies
the length of each utterance to the nearest of
the distinct lengths (Hadian et al., 2018). Oth-
erwise, we can pad each utterance with silence
to reach one of the distinct lengths.

Unlike in statistical ASR , e2e ASR decodes
the utterance into character sequence. So we
need a phone language for the denominator
graph (Povey et al., 2016) to decode utter-
ances. Then we start training the models
in Kaldi toolkit with NN settings mentioned
above. A different lang directory which con-
tains the information of n-gram language mod-
els, can be used with a wordlist and language
model of our choice to train the models, as long
as phones.txt is compatible. The mkgraph.sh
script helps to train the e2e models using such
language models.

4  Results and Evaluation

The server used for training of all deep neu-
ral architectures and the decoding of the mod-
els contains 4 GPUs - GeForce RTX 2080
Ti of 10.8GB each. All 4 GPUs have been
used when training, Thereby accelerating the
deep learning training process by leveraging
CUDA. The performance of e2e Sinhala ASR
systems are evaluated in terms of accuracy on
the recordings taken with the noise environ-
ment. This accuracy can be obtained by cal-
culating either Word Error Rate (WER) or
Sentence Error Rate (SER). WER is the num-
ber of words that are wrongly identified out of
the total number of words in the audio sam-
ple used for recognition. SER is the number
of sentences that are improperly identified out
of the total number of sentences (Karunathi-

216



laka et al., 2020).The WER is widely used to
discrete and compare speech recognition sys-
tems and we also used the WER throughout
the study.

4.1 Baseline models

The combined SGMM+DNN statistical model
is created with 40 hours of training data
mentioned above. As discussed, the hy-
brid DNN model and SGMM-+MMI mod-
els are created on top of the alignments of
LDA+MMLT+SAT (tri3) triphone model. In
(Gamage et al., 2020) statistical architecture
achieved 31.72 %WER for only 30 hours of
training data in the combined model. Table 5
represents the comparison of the results with
the same architecture of previous study with
10hours more data.

Model Test set  Dev set
(WERs) (WERs)
mono 47.43 3.78
tril 33.08 2.87
tri2 32.78 3.19
tri3 35.80 3.10
sgmm?2_ 4 32.33 2.89
SGMM2 + MMI Training 31.72 2.87
Hybrid System (Dan’s DNN) 27.79 2.29
Hybrid System (Keral’s DNN) 27.95 3.96
Combination SGMM + Dan’s DNN  29.00 2.44

Combination SGMM + Keral’s DNN  28.40 2.95

Table 4: Results of Baseline models with 40 hours
of data

We can clearly identify in table 4 that
Hybrid Dan’s DNN model achieved the best
WER which is 27.79% and it outperformed the
combined model by 0.61% less WER. With 30
hours of training data SGMM2+MMI model
achieved 34.14% WER and within 40 hours
it achieved 31.72% WER with the improve-
ment of 2.42% less WER. And Hybrid Dan’s
model had 35.50% WER with 30 hours of
training data but using 10 hours more data
it achieved 27.79% WER with 5.71% improve-
ment in WER. So we can clearly identify that
with more data, hybrid DNN models perform-
ing well. This is a well known fact that DNN
models have the higher accuracy in Speech
recognition with the higher data available for
training.
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Model WERs of
ode 30 hour dataset 40 hour dataset
SGMI.\M + MM 34.14 31.72
Training
Hybrid System 8
(Dan’s DNN) 35.50 27.79
Hybrid System
(Keral’s DNN) 36.33 27.95
Combination 3179 99.00

SGMM + Dan’s DNN

Table 5: WER comparison of baseline models after
increasing 10 more hours of auido data to the same
dataset

4.2 E2e LF-MMI Models

Even though LF-MMI model is loosely coupled
with HMM it can act as e2e model with mono-
phones or full bi-phones by removing the con-
text dependency tree alignments. In this study
we use full left bi-phones so every possible pair
of phones have a separate HMM model.

Table 6 represents the WERs achieved in e2e
LF-MMI models and was able to get 28.55%
WER with 10 epochs in Kaldi. When using
GPU for training in Kaldi, it considers avail-
able 4 GPUs as a single GPU using exclusive
mode and we can give higher frames when
training. So for each epochs we used 3 million
frames per iterations.

Ephocs Test set  Dev set
(WERs) (WERs)

10 28.55 2.27

30 32.18 2.90

50 33.27 2.02

Table 6: WER comparison of e2e LF-MMI models

4.3 Evaluation

Following 3 sentences are taken from 3 ran-
dom persons. Recording of those utterances
have been done in their own environment with
their own equipment and they had 44.1 Hz
sample rate. Hybrid Dan’s model was taken
as the baseline model because it had the low-
est WER among other baseline models.They
are compared with the accurate e2e LF-MMI
model. Recorded utterances are fed into the
above models and resulted outputs are repre-
sented in table 7 to 9.

Test sentence 1 in figure 7 is a news read-
ing and (Gamage et al., 2020) paper shows



Russia’s first humanoid robot arrives
sentence

at International Space Station

B30 5828 e ezdoess B 0
Utterance < GENED O
LTS @DTN SYople
. E3c0d SEzS 5o eTNeW A
Baseline . ~ i - oA~
8w LBsins & 0@ OIS 0D g O Bod
e2e D83 88 @ ¢ e SO en 8 W) ewidn
LF-MMI  &op53006 ewsbme 9setbhae oon g O Bod

Table 7: Analysis of test sentence 1

that the current Sinhala ASR system is well
performed in the context of news readings
and number readings. Because training tran-
scriptions are mainly gathered in those areas.
In this sentence also baseline model is well
performed rather than other e2e models but
“Buen@d etealDsw” is not identified cor-
rectly. Those two words not being included in
the lexicon and the corpus can be the reason.
But in e2e LF-MMI model, we can see that
it is trying to identify the word “Be@ernd@ ”
correctly by looking at "® ezw 8”7 “S9 ezn &".

The Cabinet also decided to provide President Maithripala

sentence Sirisena with his current official residence at Mahagama

s retirement.

Utterance =

Baseline

e2e

LF-MMI

Table 8: Analysis of test sentence 2

“LenQed eofme 83edy” and ‘@@
o)’ is not identified correctly in all mod-
els at to some extent. Those words are in-
cluded in both lexicon and corpus but they are
not identified correctly. Problem here is acous-
tic data is not enough to train, to have higher
probability for those words because they are
proper nouns. So n-gram language model
dominated here to have higher probability in
“ebonded ©O7 rather than “conded eevfeme”
because in previous study with less data those
two words correctly identified in the baseline
model. E2e model is trying to get the more ac-
curate decoding. So we can identify that there
is a misleading in Statistical models when us-
ing higher data. E2e models use character
level decoding rather than word level decoding
done in statistical architecture so that mislead-
ing is minimum in the e2e models and we can
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identify that in the above sentence.

sentence I leave
Utterance OV W
Baseline 31%e]

e2e LF-MMI 99 wcon

Table 9: Analysis of test sentence 3

Test sentence 3 in figure 9 has a normal day
to day talking accent. KE2e LF-MMI model
has correctly identify the utterance. Baseline
model completely mis-identifies the utterance
because it is context dependent when decod-
ing and sentences with less number of words
mostly have low accuracy because it uses word
level decoding. Many other sentences had
this observation so that we can identify that
the e2e models are more context independent
rather than statistical models even though the
training data has a context dependency. To
have a general ASR system, e2e techniques are
more suitable.

5 Conclusion and Future Work

Even though there is a slightly better accuracy
in statistical approach, using the e2e approach
we created a less context dependent and faster
model for Sinhala speech recognition for using
general purpose speech-to-text transcription.
We found out that using only statistical mod-
els (GMM+HMM, SGMM, SGMM+MMI) is
not useful in further research conducted for
Sinhala speech recognition that even hybrid
system where DNN uses to calculate the pos-
terior probabilities for the HMM perform far
better than those traditional approaches.
Currently, we were able to achieve 28.55%
WER for Sinhala e2e speech recognition us-
ing e2e LF-MMI implemented on Kaldi toolkit.
This model also can be improved with fine tun-
ing but this study is not going to fine tune
and has used the basic implementations and
recipes available for the WSJ dataset which
have 80 hours of training data. Current do-
main of speech recognition moves toward ad-
dressing the low resource problem. There are
large datasets available for English and France
like languages with the state-of-the-art results.
Common solution for addressing the low re-
source problem is to transfer learning from
high resource language to a low resource lan-



guage. In e2e LF-MMI technique transfer
learning can be done by using weight trans-
fer and multi-task training (Ghahremani et al.,
2017). So from the results of this study it will
be useful to do the necessary data augmen-
tations and choosing parameters for transfer
learning techniques mentioned above.
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