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Abstract

In this paper, we will investigate an empirical
term selection method for text categorization,
namely Transition Point (TP) technique, and
we will compare it to two other widely used
methods: Term Frequency (TF) and Docu-
ment Frequency (DF). For evaluation, we have
used the well-known TFIDF technique. Exper-
iments have been conducted by using the Ara-
bic corpus Khaleej-2004 which is composed
of 4 categories. The results obtained from
this study show that performance is almost the
same for the three techniques. However, we
should note that TP is advantageous since it
uses a vocabulary much smaller than the ones
used in TF and DF.

1 Introduction

Up to now, all studies about text categorization
that have been carried out by using different ap-
proaches and algorithms led to relatively satisfac-
tory results, but did not lead to a hopeful and sig-
nificant improvement, and so did many systems
which are based on machine learning and statistical
approaches. This is due in part to term selection
methods which are not powerful enough. More
studies and experiences must be done intensively
to achieve this goal. In this regard, we focus our
interest on comparing a relatively recent technique
namely Transition Point to the two well-known
Term Frequency and Document Frequency meth-
ods. These last two are used as a reference in
this work since they are ranked, in many studies,
among the most efficient feature selection methods.
The TP technique has been used in different works
like: text categorization (Moyotl Hernández and
Jiménez Salazar, 2004), (Moyotl-Hernández and
Jiménez-Salazar, 2005), summarization (Bueno
et al., 2005), clustering of short texts (Jimenez et al.,
2005), keyphrases extraction (Tovar et al., 2005),
and weighting models for information retrieval sys-
tems (Cabrera et al., 2005). After using this feature

selection technique in the aforementioned works,
we believe that using it as a term selection pro-
cess for text categorization could yield good perfor-
mance. The focus in this paper is mainly evaluating
the TP technique by using an Arabic corpus and
comparing it to TF and DF. Section 2 is dedicated
to related work. Section 3 describes succinctly the
TP technique. Section 4 presents the experiments
and the results. Finally, we conclude in section 5.

2 Related Work

Many works on feature selection for text catego-
rization, particularly Term Frequency and Docu-
ment Frequency had been achieved. In fact, Term
frequency had been used in (Yang and Pedersen,
1997), (Abbas et al., 2010), (Abbas et al., 2011)
and yielded good results. The selected words are
those of high frequency of occurrence. Indeed,
the stop words are not included in this selection.
For Arabic, Term Frequency had been tested us-
ing Khaleej-2004 corpus (Abbas and Smaili, 2005)
and the corresponding results are shown in Figure
3. For Document Frequency, the basic idea is that
rare terms are non-informative for category predic-
tion. Hence, terms whose document frequency are
less than a predetermined threshold are removed.
Yang and Pedersen show in (Yang and Pedersen,
1997) that reducing the training corpus by a factor
of 10 did not affect performance, and caused only
a slight degradation when reducing it by a factor
of 100. They stated that the performance achieved
by using DF is good and approximates that of In-
formation Gain. In (Brun, 2003) it had been shown
that the performance of the TFIDF technique us-
ing two vocabularies 1 obtained from TF and DF
were about 74.3% and 83.1%, respectively2. How-
ever, only few works are dedicated to Transition
Point. Indeed, Pinto et al. proposed a procedure to
cluster abstracts of scientific texts by applying the

1The size of the 2 vocabularies are 30000 distinct words.
2Here, performance is in terms of Recall.



transition point technique during the term selection
process (Pinto et al., 2006). They found that TP
outperforms TF and TS (Term Strength). From the
research conducted by Moyotl and Jimenez (Moy-
otl Hernández and Jiménez Salazar, 2004) in which
they tested DF, Information Gain and χ2 in combi-
nation with TP, it shows that the DF-TP pair gives
the best result. They concluded also that select-
ing terms lesser than the transition point discarded
noise terms with maintaining the performance of
categorization. We consider these preliminary en-
couraging results as the main motivation for test-
ing TP. In the following, we will describe the TP
method.

3 Transition Point Technique

TP technique is based on the Zipf Law (Zipf, 2016)
and also on the studies of Booth (Booth, 1967).
In these works, it has been shown that terms of
medium frequency are narrowly related to the con-
tent of a document (Pinto et al., 2006). This is the
motivation for using the terms whose frequency is
closer to TP as indexes of a document. It should
be noted that TP is a frequency that splits the vo-
cabulary of a document into two groups of terms,
with respectively high and low frequency. It can be
calculated by using the formula (1):

TPV =

√
8I1 + 1.− 1

2
(1)

I1 stands with the number of words occurring
once in the text T . According to Booth’s law
(Booth, 1967), TPV can be determined by iden-
tifying the lowest frequency, among the highest
frequencies, that is not repeated. Hence, the first
task to realize is to extract a list of terms with their
corresponding frequencies, from the text T . The
result is a frequency-sorted vocabulary given by:
V = [(t1, f1), ..., (tn, fn)], with fk ≥ fk−1, then
TPV = fk−1 if fk = fk+1 . After identifying TP,
the most important words would be those that fre-
quencies are the closest to TP value (Pinto et al.,
2006). These words are presented by the expres-
sion:

VTP = {tk|(tk, fk) ∈ V,U1 ≤ fk ≤ U2}, (2)

U1 and U2 are respectively lower and upper
threshold, they can be calculated by using the for-
mulas:

U1 = (1−NTP ).TPV (NTP ∈ [0, 1]) (3)

U2 = (1 +NTP ).TPV (NTP ∈ [0, 1]) (4)

4 Experiments and Results

Our experiments are carried out by using the well-
known TFIDF method. This type of technique
is based on the relevance feedback algorithm pro-
posed by Rocchio (Rocchio, 1971). The idea of
the TFIDF algorithm is to represent each docu-
ment d by a vector D = (d1, d2,..., dv) in a vec-
tor space. The vector elements are calculated as
the combination of the term frequency TF (w, d),
which is the occurrence number of the word w
in the document d, and the inverse document fre-
quency IDF (w) (Salton, 1991; Rosenfeld and
Huang, 1992). DF (w) is the number of documents
in which the wordw occurs at least once. The value
di is called the weight of word wi in the document
d, and is given by : di = TF (wi, d)*IDF (wi) with
IDF (wi) = log(DF (wi)/N), where N is the to-
tal number of documents. In order to calculate the
similarity between a document Di and the category
Dj we used the equation 5. A document is assigned
to the category which gives the highest similarity.

Sim(Dj , Di) =

∑|V |
k=1 djkdik√∑|V |

k=1(djk)
2
∑|V |

k=1(dik)
2

(5)

4.1 Khaleej-2004 corpus

We built Khaleej-2004 corpus3 by downloading
thousands of articles from an online arabic news-
paper. The corpus is divided into four categories,
namely:Sports, International news, Local news and
Economy. Table 1 shows the number of documents
for each category. We carried out the usual opera-
tions for data preprocessing such as removing all
signs of punctuation and stop words. An overview
on the size of the corpus before and after removing
stop words is presented in Table 2. The size of
the resulted corpus becomes 2.172.000 words, i.e
reduced by 23.90%.

4.2 Terms Representativity

High frequencies of words usually indicate that
they are more informative (except stop words).

3Khaleej-2004 corpus had been released in 2010, it can be
downloaded from:
(http://sites.google.com/site/
mouradabbas9/corpora).
(http://sourceforge.net/projects/
arabiccorpus/files).

http://sites.google.com/site/mouradabbas9/corpora
http://sites.google.com/site/mouradabbas9/corpora
http://sourceforge.net/projects/arabiccorpus/files
http://sourceforge.net/projects/arabiccorpus/files


Table 1: Khaleej-2004 corpus

Topic Documents Words

Economy 909 578.000
Int.news 953 754.000
Loc.news 2398 893.000
Sports 1430 628.000
Total number 5690 2.853.000

However, some words of high frequency of occur-
rence are not informative at all since they belong to
more than one category and their frequencies are
not very different from each other. For example, the
word year \’ A m\, which is considered among the
most frequent words in Economy category, is not
representative because its frequency is also high in
the other categories. The 11 most frequent words
in each category are extracted from their related
corpora and presented in Table 3, written in Inter-
national Phonetic Alphabet (IPA) and translated to
English. Of course, choosing this limited number
of words presents simply an illustration to give an
overview on the advantages of term frequencies
and their limits of being informative in the repre-
sentation of categories. Other words, in contrast,
represent faithfully and rigorously their categories.
For example, as presented in Figure 1, the word
Match \m b A r A t\ which is the most frequent
word in the Sports category is very rare to find
in other categories. It is the same for the word
American \’ m r I k y h\ that we found only in the
International news category 4, because America is
frequently present on the international scene.

In Figure 1, subfigures (a), (b), (c) and (d)
present the distribution of the top selected terms
extracted from the categories Local news, Sports,
International News and Economy, respectively. We
define this distribution as relative frequencies (RF )
of terms, given by the valuesRF = Fw/Nc, where
Fw stands for the frequency of the word w in the
category C and Nc represents the total number of
the category C.

In each of these subfigures, four curves are pre-
sented. One curve concerns the distribution of the
words of the category in question, and the three
other ones deal with the distribution of the same
words over the remaining categories.

4Within the eleven extracted words.

4.3 Experiments on Transition Point
Technique

Booth presented interesting ideas about occur-
rences of words (Booth, 1967) and tried to extract
a law which purpose is to explain and illustrate the
case of words of very low frequency of occurrence.
For instance, he studied the ratios I1/D, i.e. the
ratio of the number of words occurring once to the
number of different words for each of the texts. He
equally investigated the remarkable constancy of
this ratio. All the experiments realized by Booth
have used English texts 5. However, he stated that
there is no reason to suppose that the rather ar-
bitrary assumption used to deduce I1 would be
equally valid in languages other than English.
This is another motivation for us to test and evalu-
ate TP technique on Arabic corpora. Terms of high
frequency of occurrence are known to be more rep-
resentative, and then allow to have good results for
text categorization tasks. However, The statistics
of terms’ representativity presented in subsection
4.2 show that some terms are of high frequency
of occurrence in all the 4 categories, which means
that they are not representative even they are highly
occurring. -see Figure 1-.
Relying on Booth assumptions and on the results
presented in subsection 4.2, the TP could be viewed
as an idea which allow to extract efficient features.
Indeed, the idea to find a value TPV and then ex-
tract the terms localized around it seems to be effi-
cient and outperforms the methods based only on
high frequencies of terms.
We obtained different vocabularies by using dif-
ferent values of NTP . Figure 2 plots recall and
precision values given many NTP values. As
can be seen in this figure, it shows that perfor-
mance curves related to the four categories in-
crease with NTP . Global values of Recall and
Precision for NTP = 0.9 are equal to 90.75%
and 90.5% respectively. The best result was for
DF, indeed Recall was about 91.75% and Pre-
cision 91.50%. While TF outperforms TP very
slightly (Recall=90.80% and Precision=91.20%).
The most important point to be mentioned is that
the result achieved by TP is obtained by using a vo-
cabulary size of about 2500 distinct words, which
is a very small size in comparison with the vocabu-
laries obtained from TF and DF which sizes attain

5Three texts (Western Reserve University), and the sam-
pling of newspaper English published by Eldridge (Eldridge,
1911).



Table 2: The corpus before and after stop words removing.

Topic Economy Int. news Loc. news Sports

Corpus before 578.000 754.000 893.000 628.000
Corpus after 440.000 567.000 680.000 485.000

Table 3: Most frequent words for each category

Sports Int. News

English IPA English IPA

Match \m b A r A t\ President \r ’ I s\
Team \f r I q\ Iraq \’ i r A q\
Center \m r k z\ Year \’ A m\
Championship \b t. U l h\ United \m t h. d h\
Team \m n t kh b\ Forces \q w A t\
Year \’ A m\ Government \h. k U m h\
First \’ w l\ American \’ m r I k y h\
Olympic \’ U l m b y h\ Past \m A d. I\
second \th A n I\ States \w l A y A t\
Tournament \d w r h\ Council \m zh l s\
Ball \k r h\ Elections \’ n t kh A b A t\

Loc. News Economy

English IPA English IPA

Year \’ A m\ Year \’ A m\
Work \’ m l\ Countries \d w l\
Ministry \w z A r h\ Work \’ m l\
Festival \m h r zh A n\ Turf \q t. A ’\
Activities \f ’ A l y A t\ Oil \n f t.\
General \’ A m h \ Million \m l y U n\
Health \s h. y h\ Market \s U q\
Instruction \t ’ l Y m\ Company \sh r k h\
Center \m r k z\ Companies \sh r k A t\
Number \’ d d\ Council \m zh l s\
Zone \m n t. q h\ Trade \t zh A r h\



Figure 1: Behavior of RF values of each set of words - presented in Table 3-

Figure 2: Recall and Precision versus NTP values

Figure 3: Performance of TP, TF and DF for each category



40000 words. Figure 3 presents the performance of
TP, TF and DF related to each category.

5 Conclusion

The work presented in this paper is a contribution
for the evaluation of the TP technique by using
an Arabic corpus. Based on the findings, the ob-
tained results seem to be consistent with other re-
search (Moyotl Hernández and Jiménez Salazar,
2004), (Pinto et al., 2006). The strong point of
TP is that we achieved good performance by using
a very small corpus. TF and DF are used widely
for extracting features. Indeed, in the case of TF,
the selected ones are those of high frequency of
occurrence. However we presented in section 2
some examples of non-informative words though
they are highly frequent. This, we believe that TP
could be a good feature selection method for the
reasons that we mentioned above. Nevertheless,
many other experiments on TP should be realized
by using different text collections in order to prove
its efficiency. In addition, more efforts must be
carried out to find the best method which allows
to extract TP because, up to now, it is computed
empirically.
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