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Abstract

Due to the increasing number of online textual
information, acquiring relevant information
quickly has become a challenging task.
Automatic text summarization (TS) offers a
powerful solution for the quick exploitation of
these resources. It consists of producing a short
representation of an input text while preserving
its relevant information and overall meaning.
Automatic text summarization has seen a great
attention for Indo-European languages.
However, for Arabic, researches in this field
have not yet attaint a notable progress. Most of
the existing approaches in Arabic text
summarization literature rely mainly on
numerical techniques and neglect semantic and
rhetorical relations connecting text units. This
affects negatively the global coherence of the
generated summary and its readability. In this
paper, we attempt to overcome this limitation
by proposing a new approach that combines a
rhetorical analysis following the rhetorical
structure theory (RST) and a statistical-based
method. The proposed approach relies on
exploiting rhetorical relations linking text units
to generate a primary summary, which will be
pass by a second phase where a statistical
processing is applied in order to produce the
final summary. Evaluation results on Essex
Arabic Summaries Corpus (EASC) using
ROUGE-N measures are very promising and
prove the effectiveness of the proposed
approach.

1. Introduction

Automatic text summarization is a
fundamental task in Natural Language
Processing (NLP). It consists of producing a
brief representation of an input text covering its
relevant content and overall meaning. This
allows researcher acquiring needed information
with minimum effort and accurately exploiting
available resources.
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The idea of designing text summarization
systems dates back to 1950s (Luhn, 1958;
Baxendale, 1958; Edmundson, 1969) in order to
satisfy the first needs in term of automatic text
summaries. But this need has become even
more excessive with the advent of the Internet
and the exponential increase of textual
information in electronic format. This situation
has sparked a great attention within the Natural
Language Processing (NLP) community. Many
researchers have fully invested in this field and
a lot of research works have been devoted to
produce automatic text summarizers in different
languages. However, up to date there are several
problems without effective solutions.
Generally, producing automatic text summaries
can be done following two main paradigms:
extractive summarization and abstractive
summarization. In abstractive summarization,
producing a summary involves an in-depth
analysis of the source text in order to select the
relevant content and to product the summary
(abstract) using other words not necessary
presented in the source text. This requires many
advanced linguistic resources for text
representation, sentences fusion and automatic
text generation. However, in extractive
summarization, relevant sentences in the source
text are selected and directly assembled without
any reformulation to produce the summary.
Compared to abstractive summarization,
extractive approaches are simple to implement
and require only certain linguistic aspects. This
is why most researches in this field focuses on
extractive text summarization. The approach
developed here is also based on extractive
Arabic text summarization.

Several extractive summarization
approaches have been developed to date to
produce Arabic extracts including numerical,
linguistic and hybrid methods. Numerical
methods rely on computational values or a
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statistical distribution of particular features to
judge the relevance of textual segments
including statistical methods (Douzidia, and
Lapalme, 2004; Alotaiby et al., 2012),
supervised learning based methods (Sobh et al.,
2006; Boudabous et al. 2010; Belkebir and
Guessoum, 2015; Qaroush et al., 2019),
clustering based methods (EI Haj et al., 2011;
Oufaida et al., 2014; Waheeb et al., 2020;
Alqgaisi et al., 2020; Alami et al., 2021) and
graph based methods (Alami et al., 2017).
Linguistic methods rely on semantic relations or
discursive structure to assess the relevance of
sentences in the text (Kumar et al., 2016). The
hybrid method is a combination of the two
former methods used to produce summary
(Azmi and Al-Thanyyan, 2012; Al Khawaldeh
and Samawi, 2015; Azmi and Altmami, 2018).
By analyzing Arabic text summarization
literature, we can notice that most of reported
research rely on numerical methods based on
traditional bag of word representation and don’t
take into account semantic and rhetorical
relations linking textual units. This affect the
global coherence of the generated summary and
its readability.

In this research we try to overcome this
limitation by proposing a new approach that
combine a rhetorical analysis following the
rhetorical structure theory (Mann and
Thompson, 1988) and a statistical method. The
proposed approach rely on exploiting rhetorical
relations linking elementary discourse units to
generate a primary summary, which will be pass
by a second phase where a statistical processing
is applied in order to produce the final
summary.

The remainder of this paper is as follows: the
second section copes with a general overview of
the rhetorical structure theory (RST). In Section
3, the proposed approach will be described. In
section 4, the results and evaluation of the
proposed approach are presented, and finally
the conclusion and future works are addressed
in section 5.

2. Rhetorical structure theory

The Rhetorical structure theory (RST) (Mann
and Thompson, 1988) is a prominent theory in
discourse analysis (Taboada and Mann, 2006).
It focuses on rhetorical analysis, which aims to
represent an input text in a hierarchical form of
rhetorical relations linking its text units. In the

RST framework, if two non-overlapping atomic
textual units called elementary discourse units
(EDUs) are linked via a discourse relation (also
called rhetorical or coherence relation), they
constitute together another discourse unit which
can in turn participates in another discourse
relation (Mann and Thompson, 1988). Under a
full analysis, a coherent text can be represented
as a labelled tree, called discourse tree (or RST-
tree).

The Rhetorical analysis in RST framework
involves three tasks:

- Segmenting the text into elementary
discourse units.

-ldentifying discourse relations between
adjacent discourse units.

- Linking all discourse units into labelled trees
(RST-trees).

Figure 1 shows a sample of an RST-tree for the
following text segment consisting of two
sentences segmented into five EDUs.

[The impact won't be that great].1 [said
Graeme Lidgerwood of First Boston Corp.]»
[This is in part because of the effect]s [of having
to average the number of shares outstanding,]4
[she said.]s

Explanation-argumentative

Attributio f\ttrlbutlo

® @ l =

(€)] (4

Figure 1. Example of an RST- tree for two sentences in
RST-DT (Carlson et al., 2003)

Discourse Units (EDUs or larger discourse unit)
linked via rhetorical relations are assigned a
nuclearity attribute ‘Nucleus’ or ‘satellite’
depending on their relative importance in the
text. The ‘Nucleus’ expresses what is more
important for the author purpose, while the
satellite provides a secondary information. In
Figure 1, the “Nucleus’ are denoted by vertical
line, Horizontal lines indicate discourse units,
the Satellites are linked to their nucleus by
curved arrows.



Rhetorical ~ relations can  be  either
‘mononuclear’ when they connect two
discourse units having different status:
‘Nucleus’ and ‘satellite’, or ‘multi-nuclear’
linking discourse units of equal importance, all
nucleus.

The authors of RST defined a set of 24 relations,
including 21 mononuclear relations. This set
was extended by (Carlson et al., 2003) to 78
relation grouped into 16 class, which allows a
high level of expression.

3. Proposed approach

In this research, we propose a new approach
for Arabic single document summarization that
combines rhetorical structure theory (RST) and

a statistical-based method. Our aim is to exploit
rhetorical relations linking text units in order to
produce a coherent extracts. To this end, a
rhetorical analysis is firstly performed to
produce a primary summary relying mainly on
rhetorical relations that exist between
elementary discourse units (EDUS) rather than
the discourse structure of the text. Then each
sentence within the primary summary is
assigned a score based on some statistical and
linguistic features. Sentences having the best
score will be selected to produce the output
summary. Thus, the production of the summary
go through two main phases; rhetorical analysis
phase and statistical processing phase. Each
phase consist of three main steps as shown in
Figure 2.

¢ —
Input
text
a Phasel: Rhetorical analysis
R i e et .
: Text Segmentation - |dentifying Sentences :
I rhetorical relations # compression |
1 1 1
Primary
summary
- - - a
Phase 2: Statistical processing l
____________________________ - ———

Final
summary

Figure 2: Proposed approach main steps.

3.1. Rhetorical analysis phase

The rhetorical analysis of the text includes
the following subtasks: text segmentation,
identifying rhetorical relations, and sentences
compression.

3.1.1 Text segmentation
Text segmentation consists of breaking the
text into non overlapping clauses called



elementary discourse units (EDUS). In our

segmentation rules, an EDU can be a verbal or

a nominal clause that begin with a discourse

markers. Thus, segmenting the text into EDUs

is performed as follow:

- First, segmenting the text into sentences. A
sentence is defined as a textual passage
delimited by (.).

- Then segmenting each sentence into EDUs
based on Arabic discourse markers and a set
of segmentation rules.

Arabic discourse  markers such as ('

Salbs'/therefore,’ Cus'/ where,' Ss'/even, '/

as well as, ‘a¢ JI'/though) are already defined in

a rich lexicon during the annotation process of

our Arabic RST annotated corpus (Lagrini etal.,

2019).

The following example presents a sentence

segmented into four EDUs (between brackets),

discourse markers are written in red bold.

Lediany ) dnall glia 3 O]y [odandd g i ]
oLl Lagdy A 488 daii A] o Sl el
4[u.quM 3 ypad (e (.‘s—‘)d\ a8 gall CA\‘)JJ]?’[ u’_\:\m‘

[The ambassador of Palestine state confirmed
i[that the difficult circumstances that the
Palestinian people live in,]. [are the result of
the division seen in Palestinian street ]s[ and
the retreat of the Arab people on the support of
Jerusalem]s

3.1.2 Identifying rhetorical relations

Identifying rhetorical relations between two
text segments has been shown to be useful in
many Natural Language Processing tasks.
Discourse markers or discourse connective such
as: because, although, since, but ..., etc strongly
indicate the sense of explicit relations. For
example ‘because’ is a strong indicator for
causal relation. However, in the absence of such
connectives the relation is called implicit and
identifying such relation is still a big challenge.
In our summarization process, we focus on
identifying explicit relations and more precisely
fine-grained relations between two adjacent
elementary discourse units within the same
sentence. In our previous work (Lagrini et al.,
2019a), we have already defined a set of 23 fine-
grained Arabic relations that can hold between
two adjacent EDUs at the intra- sentential level.

These relation are grouped into seven classes:
[causal, 4_&all /comparison, <k’ /joint, Jusad
lelaboration, zsas  /explanation, /sl
attribution, 34 /conditional. For more details
see (Lagrini et al., 2019a).

In the RST framework, fine-grained relations
are enriched with nuclearity annotation:” SN’,
‘NS ‘for mononuclear relations and ‘NN’ for
multinuclear relations. These notations specify
the rhetorical status of the connected discourse
units. Taking as an example the following
sentence composed of two EDUs:

o el oS e AT ) ] [ Lo Ll iy o]
[Aaa SV
[Science advances in denial of what preceded
it]y/that’s mean that the last thing that science
accomplishes is the most correct].

These two EDUs are linked by the fine grained
relation ‘_d / ‘explanation/NS’ signaled by
the discourse marker ‘0 =<’/ that’s mean’.
The notation NS attached to the name of the
relation means that the first EDU is the most
important segment (Nucleus) denoted by N.
while the second is the satellite, (denoted by S).
It provides an optional information about the
nucleus.
The nuclearity annotation attached to the name
of relations is very interesting in our work, since
it provides us with information about the
relative importance of linked EDUs.
To automatically identify  fine-grained
rhetorical relations between adjacent EDUs, we
have used a multi-class supervised learning
approach based on a multi-layer perceptron
model (Lagrini et al., 2019). We proceeded as
follows:

- For each pair of adjacent EDUs, a feature
vector is computed. We used ten group of
lexical and semantic features. See (Lagrini et
al., 2019) for a detailed description of used
features.

- Then, all features vectors are fed as input to
the model in order to predict fine-grained
relations classes. Figure 3 summarizes this
process.
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Figure 3: Identifying rhetorical relations process

3.1.3 Sentences compression

Once rhetorical relations between each pair
of EDUs were identified, we proceeded to
sentences compression. This step consists of
removing satellite EDUs from each sentence
while taking into consideration its overall
coherence.
Sentence compression relies not only on the
rhetorical status of its constituents EDU, but
also on rhetorical relations. Some relations such
as: Jiei/example-NS, ani/simile-NS,
illas/contrast-NN are not useful for the
summary task. Thus, the presence of such
relations involves the deletion of its constituents
EDUs even if these EDUs are nucleus. Consider
as an example the following sentence:

Sle LB Gl b ) Al 1 gl el bs il ]
i Sl cillalull g2l B Jxd 3 Ay Les Jy[4d e
afelaas¥) agd (slglay 1508 (ol Lehlua e
Sl Sy J3[ chen om0 el LHIAT Hlel 5]
4 [l Aga e Jaindl)

This tension prompted this country to launch
deadly raids on its neighbors (1) which
generated a harsh reaction on the part of the
military authorities led by its officers, who were
trying to calm the situation, (2) taking into
account the dangers of the Americans on the
one hand, and (3) postponing the possible
explosion on the other hand (4)

The sentence is composed of four EDUs linked
by the following fine-grained relations:

Relation (1,2)= 4>/ result-NN;
Relation (2,3)=4i¢ /purpose-NS;
Relation (3,4)=dws/ joint-NN

Sentence compression involves removing
EDU3 because it is a segment satellite and
removing EDU4 since it is linked by a
multinuclear relation with EDU3. That’s means,
they have the same level of importance.

Therefore the compressed version of the
sentence is as follow:

A3l e A e 0 )ALl 13530 Gl ko sl
Ledalain Aale 3 Ay jSasal) cillabd) (5] uld Jxd 35 a1y Laa
gl s Aagh sl glay | S ¢l

Compressing all sentences in the input text
results in an abbreviate version of the source
text which we consider as a primary summary.

3.2. Statistical processing phase

The goal of this phase is to reduce the
number of compressed sentences in the primary
summary and selecting the most relevant ones
to produce the final summary. This phase
includes the following subtasks: preprocessing
the primary summary, sentence scoring, and
summary generation.
3.2.1 Preprocessing of the

summary
Preprocessing consists of three sequenced

steps: tokenization, stop-words removal, and
stemming.
Tokenization: consists of segmenting an input
text into paragraphs, sentences, and words
called tokens (Attia, 2007). As the primary
summary is already segmented into sentences,
AraNLP tool (Althobaiti et al., 2014) was used
to segment each sentence into list of tokens.
Stop-words removal: Stop words are non-
informative words that are frequently used in
the text such as conjunctions, pronoun,
prepositions, .. etc. They serve only a syntactic
function but not indicate any relevant
information. Removing these words is
necessary to avoid affecting words weighting
process (El-Khair, 2006). In our system, we
have used the general stop-words list of
AraNLP tool (Althobaiti et al., 2014) containing
environ 168 words.
Stemming: Stemming is a morphological
technique that consists of reducing inflected
words to their stem or root by removing affixes

primary



attached to them. For example the words °
Jazinl Pc¥leainl *dale * can be stemmed to
word ¢ Je=*. For Arabic language, there are two
main approaches for stemming: Light-Based
Stemming and root based stemming. Following
a comparative study between these two
approaches regarding text summarization
(Alami et al., 2016), it has been shown that root
based stemming performs better than light
stemming. This is why we choose to use in our
summarizer khoja stemmer (Khoja and Garside,
1999) as a root based stemmer.

3.2.2  Sentence scoring

After preprocessing, each sentence was
assigned a score based on certain features to
assess its relevance. In text summarization
literature, several features have been explored
including key terms, indicative phrases,
sentence position, sentence cohesions ... etc. In
our summarization method, we used the
following features: sentence position, sentence
length and title similarity. These features have
been successfully used in several works
reported in Arabic summarization literature (Al-
Radaideh and Bataineh, 2018; Al-Abdallah and
Al-Taani, 2017; Douzidia and Lapalme, 2004;
Fattah et al., 2009).

Title Similarity: As the title usually covers the
main topic covered in the text, title words can
be considered as key terms. Therefore,
sentences that contain title words are relevant
sentences and should be included in the final
summary. Title similarity score assigned to each
sentence is a function of the co-occurrences of
title words in the sentence. This score is
calculated using the following formula:

title words m sentence (Si)

Title — sim(Si,T) =

)

title words

Sentence position: Sentence position in the text
can be a good indicator that reflects its degree
of importance. Generally in news articles,
relevant sentences are either located at the
beginning of the document or at the end. This is
why we consider the first and the last sentence
in the primary summary very important and
should be included in the final summary. The
position score assigned to each sentence is
calculated as follows:

1 ifi=10ri=N}

Si) =
pos(Si) {0.5 otherwise

)
With:

i: sentence number

N: total number of sentences within the input
text.

Sentence length: As the majority of sentences
in the primary summary only contain nucleus
EDUs, we can say that the longer sentences are
those which are most likely to contain more
relevant information. Thus the score assigned to
each sentence based on its length (the length in
terms of words) is calculated as follows:

length(Si) = 1 ESSI‘)) 3)

With:

N (Si): number of words in the sentence Si

N (SL): number of words in the longest
sentence in the primary summary.

The final score of each sentence is a linear
combination of its scores assigned for each
feature. This score represents the degree of
relevance of the sentence in the primary
summary. It is calculated using the following
formula:

Score (Si) = Title-similarity (Si, T) + length (Si)
+ position (Si) 4)

3.2.3 Summary generation

In this phase, Sentences were ranked in
descending order according to their final scores.
Best scored sentences were then selected to
produce the final summary. The selected
sentences were assembled and arranged
according to their order of appearing in the
primary summary. The number of selected
sentences depends on user’s compression rate.

4. Evaluation and results

To evaluate the performance of our system we
relied on intrinsic evaluation. Such evaluation
seeks to evaluate automatic summaries based on
their forms and contents. Content assessment
measures the ability of the system to identify
relevant sentences from the source document,
this can be done automatically by comparing the
generated summaries with reference summaries
produced by human experts.



4.1 Evaluation dataset

For automatic evaluation we used Essex
Arabic Summaries Corpus (EASC) (El Haj et
al., 2010). The corpus consists of 153
documents extracted from Wikipedia and two
Arabic newspapers: ALRai and Alwatan,
covering ten different topics: art and music,
education, environment, finance, health, politic,
religion, science and technology, sport and
tourism.
For each document in EASC, five reference
summaries produced by humans are available.
That is, the corpus is composed of a 765
reference summaries whose size does not
exceed 50% of the size of the source text. EASC
is available online with two encodings: UTF-8
and ISO-Arabic.
To evaluate our system, we selected a collection
of 40 news articles from EASC corpus with
their fives references summaries.

4.2 Evaluation measures

We used ROUGE (Recall-Oriented Understudy
for Gisting Evaluation) metric (Lin, 2004) to
evaluate our system. ROUGE is an automatic
evaluation method that assess the quality of
generated summary by comparing its content
against one or more reference summaries. This
comparison can be made by computing
overleaping words such as Ngram (ROUGE-N)
or word pairs (ROUGE-S and ROUGE-SU) or
word sequence (Rouge-L, ROUGE-W)

ROUGE-N calculates the number of
overleaping N-grams (N successive words)
between the machine summary and reference
summaries. Different metrics can be used such
as ROUGE-1 (unigrams) , ROUGE-2( bi-
grams), ROUGE-3 (trigrams)..etc.

In our system evaluation we used two metrics:
ROUGE-1 and ROUGE-2 of ROUGE-N. For
each metric, the precision, recall and F-score are
calculated in order to provide a complete
information about the system.

Recall: indicates the coverage of the system. It
is calculated using the following formula:

Recall =
nomber of overloapping N—grams

nomber of N—grams in the set of refrence summaries

©)

Precision: Indicates the accuracy or the
exactitude of the system. It is calculated as
follow:

precision =
nomber of overloapping n—grams

(6)

nomber of n—grams in generated summary

F-score: combines precision and recall, this
measure is calculated as follows:

2sprecisionxrapell

F — score = (7)

precision+rapell

4.3 Results and analysis

Figure 4 shows performance evaluation of our
summarization system on a collection of 40
articles from EASC with a compression ratio
CR=50%. Each generated summary was
compared against five reference summaries in
EASC corpus using ROUGE-1 and ROUGE-2
metrics.

compression ratio=50%

0,471
0,453 0,461
0,5 o
93370,308 ;3,4
0,4 .
41.’
0,3
0,2
0,1 I
0
ROUGE-1 ROUGE-2
M average precision M average recall

Figure 4: Performance of the proposed system
with compression ratio=50%

Results analysis shows that our system achieves
very good performance in term of precision,
recall and F-score for both metrics ROUGE-1
and ROUGE-2. The average recall of our
system attaint 0.453 using ROUGE-1 and 0.308
using ROUGE-2 indicating a high level of
completeness and coverage. We can also note
that the average precision of our system for both
metrics is very good (average precision = 0.471
using ROUGE-1 and 0.337 using ROUGE-2)
this means that the proposed system is quite
preferment in excluding irrelevant sentences.

average Fscore



5. Conclusion and future works

To conclude, in this article, we have presented
a new approach for automatic Arabic text
summarization. The proposed approach
combines a linguistic processing based on
rhetorical analysis with a statistical processing.
Rhetorical analysis is firstly applied to
compress text sentences while keeping relevant
segments. Sentence compression task is based
on the exploitation of rhetorical relations
defined within the rhetorical structure theory
framework. Statistical processing is then used to
reduce the number of compressed sentences
based on three features: sentence position,
similarity to the text title and sentence length.
Results analysis on a text collection from EASC
Data set proved clearly the efficacy of the
proposed approach in terms of ROUGE-1 and
ROUGE-2 measures.

As a future work, we will investigate the use of
more linguistic features in statistical processing
phase as well as exploiting both Intra-sentence
and inter-sentence rhetorical relations to
produce Arabic extracts.
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Appendix. Sample Arabic text

e Ayl SUabid) aabine (el oIS 558 plhd o) Aaall
Ala S (e Al Sl gVl Jig M ¢ amy e
Clilany oLl o e 5 g Ul @l (o () sillasy () spihald () slalia
G dean il S AL Y JEAY) Gl dlE
caie Jeel Cunlil Cun (1955 Gy vie (5 gl i g8 Cildaal
saaiall aedl Aaglil) ciliial) am Gl 5 AL )l )
Les g lail) e A6 <l jle i ) Syl i sil) @y ada il
alillae Jlea dale 30 4 peaall cillalid) gal (8 Jed 2 Al
e 0mS aaY) Shlalsle ] ja op lia s 536y o Jstag S ¢
A den e Sl pml s eme (o Jainall Jladidl Shalis dea
did 1956 aladl 53¢ Alal V) ol gl clial (pa Uis e
A sal) T gl o e elld an L ot (3 Ll 0,0
el Ca (e Do sana Lgins 6B S Al il gl
calilly s alaial gl s ol G Gsose O desSs A e
D) e 2lay) ) Loy g )il 8 dua el Lialas 1)
B¢ gl

In fact, Gaza Strip has been a long time ago
disturbing the Israeli authorities, as long before the
outbreak of guerrilla actions, there were Palestinian
militants who launched from and through that strip
to carry out harsh operations against the Israeli
occupation forces. The situation reached moments of
extreme tension, at the beginning of 1955, Where
violence erupted against the Israeli forces as well as
against United Nations Establishments. This tension
prompted Israel to launch deadly raids on the Gaza
Strip, which generated a harsh reaction from the
Egyptian authorities led by Gamal Abdel Nasser,
who was trying to calm the situation, taking into
account the dangers of the Americans on the one
hand, and postponing the possible explosion
between Egypt and Israel on the other. Hence, when
the Israeli forces occupied Gaza in 1956, many
imagined that they would not withdraw from it after
that, despite international pressures. Many
parliamentary groups, including groups from the
ruling Labor Party, have tried to raise confidence in
the government, but all this did not weaken the
resolve of the Ben-Gurion government, which did not
show any interest even in the demonstrations
organized by the opposition in the street calling for
maintaining the occupation of the Gaza Strip.

The final summary followed by its translation is:

e Al ju¥) Slalid) aabizma (=l IS5 e plhkd o) Addall
e A6 Gl jle G5 Il sl Gy s slly g e )
Jlea Aale 3 &y jecadl) cillalidl ool (8 Jad 35 a5 Las g Usill
il gla il g la Y1 (s o Jslan OIS 51 jualil) e
O i @Sall Jaall o a e Cle gane Lgday 8 IS Al
O dasSadagie (e (8 5 ol A 108 (S e Sl 8 AE) - ki
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In fact, the Gaza Strip has long been a sleeper of the
Israeli authorities. This tension prompted Israel to
launch deadly raids on the Gaza Strip, which
generated a harsh reaction from the Egyptian
authorities led by Gamal Abdel Nasser, who was
trying to calm the situation. Many parliamentary
groups, including groups from the ruling Labor
Party itself, tried to put confidence in the

government, but all this did not weaken the resolve
of the Ben-Gurion government.



