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Abstract

We present a systematic procedure for inter-
rater disagreement resolution. The procedure
is general, but of particular use in multiple-
annotator tasks geared towards ground truth
construction. We motivate our proposal by
arguing that, barring cases in which the re-
searchers’ goal is to elicit different viewpoints,
interrater disagreement is a sign of poor qual-
ity in the design or the description of a task.
Consensus among annotators, we maintain,
should be striven for, through a systematic pro-
cedure for disagreement resolution such as the
one we describe.

1 Introduction

A growing body of literature signals a thorny issue
with assessing general progress in the field of natu-
ral language processing (NLP) as part of artificial
intelligence. Benchmarks that are considered ‘gen-
eral’, and are widely used as standards to assess
NLP systems’ performance, turn out to be rather
specific, and hence of more limited significance
than commonly acknowledged (Raji et al. 2020;
Schlangen 2020). Good performance on specific
benchmarks does not guarantee good performance
across the board (Faruqui et al. 2016; Bakarov
2018; Ethayarajh and Jurafsky 2020): it only helps
with gaining understanding of how certain systems
work for those specific benchmarks. In order to
claim progress across the board, one would need to
evaluate system performance on a certain reasoned
series of such specific benchmarks, that is, results
on a host of “more focused and explicitly defined
problems” (Raji et al., 2020, 1). To enact this, one
would need a ground truth for the evaluation of
each specific task-cum-dataset, including ground
truths in expert domains.

Ground truth construction is challenging. In
this paper we focus on the process of construct-
ing ground truths via semantic annotations tasks.
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Recent studies stress the intrinsic difficulty of se-
mantic annotation due to vagueness and ambiguity
(Aroyo and Welty 2015; Kairam and Heer 2016;
Pavlick and Kwiatkowski 2019). Importantly, some
argue that interpretative disagreements due to dif-
ferent conceptualizations or perspectives cannot be
seen as just ‘mistakes’ (Sommerauer et al. 2020;
Herbelot and Vecchi 2016). It is our tenet that in
ground truth construction differences in conceptu-
alizations or perspectives can and must be explic-
itly specified as an integral part of annotation tasks;
moreover, interrater disagreement is not necessarily
due to inherent ambiguities in the data, but at least
in part to the annotation task being underspecified,
in particular as to the right context to consider.

Take annotation tasks involving relatedness or
similarity judgments, which are key types of judg-
ment for NLP evaluation. Similarity is not a prop-
erty of two things by themselves in isolation: it is
always judged by a specific standard, and by weigh-
ing properties of the things compared in differ-
ent ways, according to a context (Goodman 1972;
Batchkarov et al. 2016). When people judge by dif-
ferent standards!, disagreement arises as a matter
of course - and is especially likely when annotating
texts of high conceptual density, as this requires
a lot of prior knowledge and interpretation. In or-
der to get comparable and meaningful annotations,
judgment standards need to be aligned and made
extremely transparent.

In this paper we propose a six-step systematic
procedure for interrater disagreement resolution
in which conceptual alignment figures as one of
the steps. The procedure is designed to facilitate
the resolution of interrater disagreement that fre-

'As Gladkova and Drozd (2016) point out, similarity is
defined by Turney and Pantel (2010) as co-hyponymy (e.g.
car and bicycle), whereas Hill et al. (2015) define it as “exem-
plified by pairs of synonyms; words with identical referents”
(e.g. mug and cup).
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quently arises in annotation tasks in which multiple
annotators participate. The emergence of disagree-
ment in annotation tasks is valuable information,
albeit of a negative type: barring cases in which
the researchers’ goal is none other than eliciting
disagreement, interrater disagreement, we main-
tain, is a sign of poor quality in the design or the
description of a task. In ground truth construction,
consensus among annotators should be striven for.
The procedure applies to a wide range of annotation
tasks, namely every task involving the application
of one or more concepts to a unit of annotation (a
fragment of text, such as a paragraph or a sentence,
or a more artificial unit, such as a string with a
length of n characters). We hold that the benefit of
a systematic procedure of resolving interrater dis-
agreement is twofold: first, such a procedure leads
to the construction of reliable and well-grounded
datasets, and second, it ensures that the resolution
proceeds in a non-arbitrary fashion allowing for
proper documentation and replicability of the data.

2 Related work

Computational research: interrater agreement,
dataset creation and ground truths Standard
methods for measuring interrater agreement and
reliability (Artstein and Poesio, 2008) such as (Co-
hen’s) kappa (Cohen 1960; Landis and Koch 1977)
and Krippendorff’s alpha (Krippendorff, 2013)
output a single score to represent the agreement
between different raters. Methods such as the
CrowdTruth framework (Aroyo and Welty 2014;
Aroyo and Welty 2015) give a more detailed dis-
agreement analysis, though only in post-annotation
phase. Similarly, Kairam and Heer (2016) mention
that disagreement cannot simply be treated as noise
and propose a post-annotation method for identify-
ing different valid interpretations annotators may
use to come to different conclusions. By contrast,
we take disagreement analysis and resolution as
internal to the annotation procedure.

Sommerauer et al. (2020) stress difficulties with
annotation due to ambiguity or vagueness in lan-
guage while studying cases in which disagreement
between different annotators is expected and mul-
tiple answers are legitimate. Our focus is datasets
that are meant to be used as ground truths. In
ground truth construction, we argue, it is necessary
to resolve cases of disagreement (disagreement res-
olution phase, see step 5 below), and, more impor-
tantly, dispel the ambiguities that cause disagree-

ment (if ambiguity is the cause of the disagreement)
by task specification, either by redesigning the task
or by making the annotation guidelines more pre-
cise (conceptual alignment phase, see step 2 below).
We do recognize that genuine disagreement might
exist due to e.g. ambiguity in language in existing
datasets (see also, Palomaki et al. (2018)), but we
see legitimate disagreement as having a specific
meaning: it is either a signal that further resolu-
tion is needed (through annotation task redesign or
guideline redefinition), or it is the possible result
of a task specifically designed to chart or elicit in-
stances of disagreement, as in Sommerauer et al.
(2020) or Herbelot and Vecchi (2016).

We offer a procedure by which annotators can
avoid disagreement due to unclarity of the task, ac-
curately discern the reason for disagreement when-
ever it arises, and make a deliberate decision on
how these cases should be annotated. Any differ-
ences between ‘people’s beliefs about the world’
(or the data), we say, should be explicitly integrated
in task design such that annotators are required to
judge according to a certain perspective or set of
beliefs, and not from an absolute point of view. We
agree with Pavlick and Kwiatkowski (2019) that
disagreement between annotators cannot simply be
seen as noise in the data supposedly due to low-
quality annotations. However, while they divide
the annotations into consistent units to get sets of
consistent gold labels, we argue that in ground truth
construction the variety of human judgments can
and should be narrowed down to exactly one type
by specification of the task. In our case, the process
of identifying reasons for disagreement is part of
the annotation process, which allows for resolution
of disagreement and thereby a dataset suitable for
use as a ground truth for the task at hand.

In Betti et al. (2020), a general method for
constructing expert-controlled ground truths for
concept-focused domains is proposed, and the con-
struction for an actual ground truth for a philosoph-
ical corpus is described. Disagreement resolution
is mentioned, and one example of resolution is re-
ported, but no explicit general methodology for
disagreement resolution is offered.

It has been emphasized that the conditions under
which a dataset has been created need to be prop-
erly documented to allow for reproducibility and
replicability (Bender and Friedman 2018; Paullada
et al. 2020; Hutchinson et al. 2021). Language
models are known to pick up and reinforce exist-

132



ing biases in data (see, e.g., Bolukbasi et al. 2016;
Zhao et al. 2017). Bender and Friedman (2018) of-
fer instructions on how to document data using data
statements to help reproducibility and replicability,
bring existing biases to the surface and improve
representation in future dataset creation. The pro-
cedure we propose asks for explicit decisions from
raters after deliberation. This requirement makes
the conditions of dataset creation clear, thus allow-
ing proper documentation.

Philosophy Peer disagreement is a topic of inves-
tigation in philosophy, in particular in the subfield
of social epistemology. A large amount of literature
exists on issues concerning both peer disagreement
(e.g. Goldman and Whitcomb 2011; Christensen
and Lackey 2013) and group decision making in
the face of such disagreement (e.g. List 2005), but
resolution procedures that aid in moving from peer
disagreement to unanimously agreed upon results
are not proposed, and are in general ‘[...] at best
rare in scientific contexts.” (de Ridder, 2014). One
of the scarce examples is Gius and Jacke’s (2017)
procedure for resolving interrater disagreement in
literary corpus annotation. Although similar in ap-
proach, our work improves on the latter in terms
of applicability: we intend our procedure to be fit
for all annotation tasks that involve the applica-
tion of one or more concepts to units of annotation,
while Gius & Jacke focus on tasks within literary
analysis exclusively. Note that annotation tasks in
which concepts are applied to units of annotation
are frequent: any task involving the identifying of
instances of any concept qualifies. For example, in
our validation example in section 5.2 the annota-
tion task requires annotators to identify wide-scope
claims in the text of journal articles (that is, in-
stances of the concept of wide-scope claim).

3 Ground truths and interrater
agreement

In Pivovarov and Elhadad (2012) a Cohen’s kappa
of 0.68 is “accepted as representing a substantial
amount of agreement between annotators”. By
contrast, in Betti et al. (2020) the initial interrater
agreement of 0.65 was taken as a starting point to
reach further consensus. When the aim of the an-
notation is e.g. to get an overview of the variety of
ways in which people interpret statements, then in-
terrater agreement need only be high on statements
for which there is only one obvious interpretation
and so agreement is expected. However, when
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the annotations are supposed to establish a ground
truth, interrater agreement, we argue, should be 1.

One strategy used for getting the interrater agree-
ment on the ground truth to 1, is to discard disputed
annotation(s) (see, e.g., Kenyon-Dean et al. (2018)).
But clearly this is loss of valuable information: for
the purpose of training and evaluating a computa-
tional system we want to be as specific as possible
as to what its output needs to be; by tossing out
disputed annotation we underspecify what the right
output on the matter is. Consider one of the exam-
ples in Herbelot and Vecchi (2016): “MISSILES EX-
PLODE received the labels SOME, MOST and ALL.
It is likely that the SOME interpretation quantifies
over missiles which actually explode, while the
MOST/ALL interpretation considers the potential of
a missile to explode”. For ground truth construc-
tion, it is necessary to specify whether an annotator
should e.g. take an actual or potential interpreta-
tion, to prevent annotators from making arbitrary
choices or introducing unknown biases.

So, if an annotation data set is to be used as a
ground truth, agreement should be the aim. When
disagreement arises, it is important to identify why
it arises, and make well-grounded decisions on how
to deal with it. In the next section, we will outline
a procedure for annotation through which differ-
ent reasons for disagreement can be identified and
which specifies directions for resolution of each
of these types of disagreements. The procedure
results in a reproducible dataset by forcing annota-
tors to make well-grounded, and thereby traceable
decisions on their annotations. Note that traceabil-
ity makes the procedure relevant to all annotations,
not just ground truth construction.

The annotation procedure supposes what we call
an ‘annotation toolbox’ consisting of (i) the annota-
tion task or question, (ii) the guidelines specifying
the instructions for annotation and (iii) some kind
of definition or characterisation of the key concepts
involved (see step 2). Fixing the definitions and
characterisations of these concepts is essential to
the conceptual alignment of annotators and for sub-
sequent use of the resulting annotations. The use
of the annotation toolbox also facilitates disagree-
ment resolution insofar as annotators can refer to
elements of the toolbox to give a justification for
their scoring. This also means that if disagree-
ment cannot be resolved by referring to elements
of the toolbox, the toolbox is incomplete, or in any
case insufficient as a basis for annotation. In this



case, further expert research might be necessary to
supplement the annotation toolbox. Based on the
newly supplemented annotation toolbox, previous
annotations might have to be redone, for there is
no guarantee that these would end up receiving the
same scoring. If such a resolution or supplementa-
tion is deemed impossible, the annotation cannot
be completed and cannot lead to a dataset that is
suitable as a ground truth.

4 The annotation procedure

What follows is a description of the steps of the
annotation procedure (see flowchart in figure 1).
Throughout this description we will talk of ‘scor-
ing’ as the act of annotating a single unit. This is
intended to also refer to types of annotation that are
more adequately called ‘categorizing’, ‘labelling’
or otherwise. Note that with the exception of cases
in which step 0-2 is performed by the same group
of researchers as step 3-5 (see, e.g., section 5.1
in which the annotation procedure of Betti et al.
(2020) 1s described), the annotators should be un-
der close supervision of the researchers formulating
the research question, and those setting the annota-
tion task and guidelines, throughout all steps of the
procedure.

4.1 The procedure

Step 0: Research setup and hypothesis forming
In this initial phase, the prior research is done
which indicates the need for an annotation task,
research question(s) and hypotheses to be tested
are formulated, and an annotation task is distilled
to test these hypotheses. If at any point it is no-
ticed that the research question or hypotheses are
ill-defined or the annotation task does not match
the research question, one should return to this step
and start the process anew.

Step 1: Setting up annotation task and guide-
lines In this phase, the annotators are either pre-
sented with or set up themselves both 1) the anno-
tation task, and 2) a set of annotation guidelines
that guide 1). Ideally the annotators are already
involved in the task and guideline set up since this
improves the understanding of the task. 1) is im-
mutable; if for some reason during the annotation
procedure the task changes, the annotation proce-
dure is reset and new guidelines must be set up that
correspond to the new task. 2), however, is muta-
ble; it can happen that new insights emerge during
the annotation procedure that call for additional
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annotation guidelines or for an improvement of the
existing ones. In case setting up the annotation task
and guidelines requires additional research, one
should return to step 0.

In developing the guidelines, researchers should
consider how to score units that are ambiguous
and therefore might endorse more than one inter-
pretation. We recommend that instead of using,
e.g., a simple binary scoring system, an “ambigu-
ous” score is added to prevent forcing a decision.
Forcing decisions could lead to arbitrariness, while
ambiguity is still a real part of natural language
that should be reflected in annotation. It should be
ensured that this category won’t mask unclarity in
the task or the guidelines, by asking annotators to
specify the source of unclarity (e.g. lexical ambi-

guity).

Step 2: Interrater conceptual alignment In
this phase, the researchers identify the key con-
cepts?, and make sure that all annotators agree on
the meaning or function of those concepts in the
context of the task by specifying the definitions
and characterisations for these concepts. In case
researchers and annotators are two different sets
of people, the annotators should be trained by the
researchers in the concepts relevant to the task. The
annotation procedure cannot move beyond this step
if no interrater conceptual consensus is reached;
this type of mismatch will almost certainly result
in irresolvable conflicting annotations. Complex
concepts, viz. concepts that involve many subcon-
cepts when unpacked (e.g. philosophical concepts)
require unpacking in the form of an interpretive
model in the sense of Betti and van den Berg (2014).
In these interpretive models, relations between sub-
concepts in the definition or characterisation of the
concept modelled are made explicit. This facilitates
the identification of instances of complex, rich con-
cepts such as epistemology (see section 5.1). Such
elaborate specification might not be required for
simpler, or already well-defined concepts used con-
sensually in different domains; in such cases, we
expect less elaborate methods to suffice.

After consensus is reached on all key concepts
that the annotators are aware of at this stage, the
annotators can be expected to have an equal under-
standing of these concepts, which they can apply in

By ‘key concepts’ we mean concepts mentioned in both
task and guidelines. Note that settling on a definition for a
concept at this step might require adding further new concepts
to the guidelines in step I, which should in turn be settled in
step 2.
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Figure 1: This flowchart serves as a summary of the annotation procedure detailed in section 4. The oval boxes
contain the resulting annotations, green for agreed and pink for unresolved annotations. See https://github.
com/YOortwijn/HumEvalDisRes to view the image separately.

annotating the units. As we observe in our second
test case (section 5.2), questions for which there
are issues with conceptual alignment receive lower
interrater agreement than questions without such
issues. The annotations for these questions should
be redone after returning to this step for proper
conceptual alignment.

Similar to step 1, it is possible that for the def-
inition of concepts it is necessary to do further
research, in which case one should return to step
0, or to further specify the task or guidelines, in
which case one should return to step 1.

Step 3: Individual annotation Next, the anno-
tations are performed according to the annotation
guidelines specified in step 1. The manner in which
the individual annotation proceeds depends on the
guidelines, but as a general rule all annotators
should score independently from each other to pre-
vent being influenced by each other’s scores.

Step 4: Annotation comparison After the in-
dividual annotation process, the annotations are
compared. The comparison ideally yields a large
set of agreed-upon annotations, but will likely also
yield a set of conflicting annotations. For the latter,
the disagreement resolution procedure should be
put into operation. As mentioned in section 3, if
conflicting annotations are simply discarded, we
obtain an incomplete dataset which is not fit for use
as a ground truth. Moreover, in such cases, hidden
unclarities are likely to persist in the task or guide-
lines (see step 5, a below); as a consequence, we
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cannot trust previously agreed-upon annotations
to reflect genuine agreement. We recommend in
any case that it be specified whether the annotation
procedure for the dataset under consideration has
proceeded beyond this step; for, if not, then no at-
tempt has been made to even check for inconsistent
scoring by the same annotator (see step 5, c).

Step 5: Disagreement resolution We identify
five main sources of interrater disagreement:

(a) Task or guideline unclarity. Among the pos-
sible reasons for interrater disagreement are 1) at
least one annotator made a judgment based on a
deviant interpretation of the nature of the task, and
2) the guidelines harbor residual unclarity as to the
individual annotation procedure due to e.g. missing
or vague instructions.

In case 1), the annotators should achieve a uni-
form understanding of the task through discussion.
Different construal of the task can be due to poor or
missing definition of the concepts involved in it. In
this case the annotators should return to step 2. For
other task unclarities the annotators should return
to step 1. Recall that the task is immutable, so if it
becomes apparent that the annotators cannot agree
on what the task to be performed is, the whole an-
notation procedure should be abandoned; there is
no justification for continuing an annotation task
that is not equally clear for all annotators. The
annotators will have to restart the procedure and
redefine the task in such a way that all annotators
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understand what is expected of them.

In case of 2), the annotators should return to
step 1 to reconsider the guidelines and, depending
on the source of confusion, amend or supplement
them. This should not be a controversial practice:
it is not the task itself that is amended, but only
the lines along which it is carried out most success-
fully. Note that in cases of drastic changes to the
guidelines®, the whole individual annotation pro-
cess likely needs to be redone. This option should
be duly considered since this situation casts doubts
also on the cases of agreement in the dataset .

(b) Non-uniform interrater domain expertise. De-
spite having gone through step 2, there still may
be differences in the amount of background knowl-
edge that the annotators bring to the individual an-
notations. A difference in background knowledge
used in annotating can cause diverging annotations.
An example of divergence of this kind is when an-
notators align on the wrong width of some concept,
i.e. a too narrow or too broad definition or charac-
terisation of the concept, in which too many or too
few aspects of that concept are considered. Mis-
match in concept width among annotators is bound
to lead to diverging annotations. In such a case, the
annotators have to return to step 2.

(¢) Inconsistent annotation. An annotator can have
annotated inconsistently by scoring two units differ-
ently that should be given the same score (e.g. be-
cause the two units are functionally synonymous).
In this case, the inconsistent annotator must decide
whether they agree with the other annotators. If so,
the scoring of the inconsistent units can simply be
corrected and the disagreement is resolved. Recon-
sideration might however lead to rescoring such
that the inconsistency is resolved, but the disagree-
ment is not. In such cases, disagreement resolution
won’t be of type (c), though, and must be discussed
under (a), (b), (d), or (e).

(d) Interpretive disagreement. Interpretive dis-
agreement arises when, despite the fact that the an-
notators have reached conceptual alignment, there
is disagreement about the purported meaning of cer-
tain terms in some unit. Annotators might hold a
different interpretation of a certain unit even when
they have an equal understanding of the concepts
used in that unit, for example due to the use of an

3What “drastic changes” are depends on the nature of the
task, and on whether the changes have any bearing on the
scoring of other, previously completed annotations.
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ambiguous term. The way these disagreements will
have to be resolved is case-dependent. All annota-
tors should defend their choice by stating the rea-
sons for annotating the way they did. They should
try to convince the other annotators by (rational)
argumentation that their reading is the correct one.
The annotators should then together weigh each
others’ reasons and see whether agreement can be
reached. Whether the disagreement can be resolved
or not depends on whether the annotators can set-
tle for one interpretation that they all agree on. In
some complex cases, deliberation might need to
be postponed until research on the phenomenon
encountered has sufficiently progressed.

(e) Simple mistakes. If it is suspected that an an-
notator has made a simple mistake somewhere (a
typo, or disagreement about a unit that should not
be controversial), this has to be pointed out to the
annotator concerned. If they agree that they have
made a mistake, the annotation can be corrected.

4.2 Unresolved Annotations

By identifying the source of disagreement and, if
necessary, clarifying the task or guidelines for an-
notation, updating and repeating the (relevant parts
of the) annotation procedure should result in a com-
plete set of agreed-upon annotations. If there are
structural unclarities in the task or annotation guide-
lines, it might be necessary to redo the individual
annotations at step 3, and subsequent steps, after
the task and guidelines have been clarified (step
1-2). Further research might also be needed to
solve some disagreement (step 0) in which case the
annotation process should be halted.

In case the resolution procedure has still failed
to resolve all disagreements but the annotation pro-
cess has to be finished, it is possible to settle for
a deprecated dataset. Two strategies to complete
the annotation process commonly used in current
annotation dataset creation are: 1) the conflicting
annotations remain disagreed upon, with the re-
sulting data loss and problems with usage of the
dataset as a ground truth mentioned in section 3
as its consequence, or 2) a pre-appointed ‘dictator’
has the last say and resolves the disagreements by
force. The dictator does so by either forcing par-
ticular decisions of their own choosing (in which
case this part of the dataset is a single-annotator
portion), or by applying some judgment aggrega-
tion method, such as majority rule. The benefit of
choosing 1) is having a fully peer consensus-based



annotation dataset, but this option imposes limits
on the applicability of the resulting dataset as a
ground truth. If 2) is chosen, there will be no unre-
solved disagreements, but the epistemic status of
the annotation procedure is significantly compro-
mised, not to mention the risk of having a dictator
that makes wrong or capricious decisions. These
options are up to those responsible for the resulting
dataset. We argue against keeping any disagree-
ments essentially unresolved (see section 3); at
the same time, we also advise strongly against ap-
pointing dictators, as persistent peer disagreements
reflect poorly specified tasks or unclear guidelines,
and the forced resolution of these disagreements
obfuscate such defects. Instead, a higher degree of
conceptual alignment or a better specification of
the annotation task or guidelines should be aimed
for. If this is not possible, both the dataset and
the cases of interpretive disagreement should be
flagged as such, and a report should be made.

5 Test cases

By way of illustration and validation, in this sec-
tion we outline two different user applications
of the procedure we have observed, by two non-
overlapping teams of domain expert annotators.
The first application concerns a study of a com-
plex, rich philosophical concept in the complete
corpus of the works of a specific author. In this
case, the annotators worked through the entire pro-
cedure. The second application concerns a study
of the methodological justification given to wide-
scope claims in academic literature. Although the
corpus used in the second case is also from the field
of philosophy, the annotation task is generic, and
could have been performed on any type of scholarly
article. The second team set up the research (step
0), annotation task and guidelines (step ), but they
did not settle on the meaning of all key concepts
(step 2) before annotation. For the first case we will
give examples for each of the reasons for disagree-
ment, while for the second case we will focus on
an issue due to the lack of conceptual alignment.

5.1 Epistemology in Quine

In this task, the annotators scored paragraphs in
the work of the philosopher W. V. O. Quine for
relevance on his views on epistemology.*

“For more information about the dataset, see Betti
et al. (2020) and https://github.com/YOortwijn/
HumEvalDisRes
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The annotators started by creating an initial in-
terpretive model at step 0. The annotation task and
guidelines, formulated as part of step I, were as
follows: The annotators have to score paragraphs
based on the degree of evidence they contain with
respect to a research question (RQ) concerning the
nature of Quine’s naturalistic epistemology.

Guidelines: The annotators have three scoring
options:

1: the paragraph contains strong evidence for

some answer to the RQ.

: the paragraph contains mild evidence for some
answer to the RQ, or the annotator is not sure
whether the paragraph contains sufficient evi-
dence to answer the RQ.

-1: the paragraph does not contain enough evi-

dence to answer the RQ.

As part of step 2 the annotators expanded the
initial interpretive model to make sure they had a
clearly defined, shared conception of all key con-
cepts. Without this, the annotators might have
started the individual annotation phase with diverg-
ing understandings of the concept of e.g. epistemol-
ogy and would presumably fail to score the same
way, leading to many disagreements.

After step 3 (individual annotations), the annota-
tors had an interrater agreement of about x ~ 0.65.
After step 4 and step 5, the identification and reso-
lution of all the cases of disagreement, an interrater
agreement of 1 was reached. The following are
examples of each of the possible reasons for dis-
agreement and how they were resolved:

(a) Task or guideline unclarity: In some of the
annotated paragraphs, Quine merely talks about the
views of different philosophers on epistemology,
instead of expressing his own. After discussion it
was decided to add to the guidelines the rule that
these paragraphs do not provide evidence for the
research question and hence should be scored -1.

(b) Non-uniform interrater domain expertise:
There was disagreement about a passage in which
the term “first philosophy” occurred without an ex-
planation of that term in the same passage. Not
all annotators agreed on the degree of evidence the
passage provided without an explication of “first
philosophy”. After further conceptual alignment,
the annotators agreed that “first philosophy” ex-
pressed a concept of central importance, and that
an equal understanding of the matter among anno-
tators was thus essential to the task. A characterisa-
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tion for the term was fixed, and the units containing
“first philosophy” were re-annotated in unanimous
agreement.

(c) Inconsistent annotation: Two paragraphs that
had to be annotated indicated Quine’s blurring
of the boundary between ontological statements
and (natural) scientific statements, only in different
wording. One annotator scored the two passages
differently, and corrected this after notice from and
discussion with another annotator.

(d) Interpretive disagreement: One annotator
scored 1, the other two 0. Upon discussion, the
first annotator explained to have read the unit as if
Quine defended a view mentioned as the “straight-
forward view”. After discussion, the annotator
became convinced that this cannot be clearly said
from the fragment, and thus consensus was reached
on scoring 0, resolving the disagreement.

(e) Simple mistake: An annotator noticed disagree-
ment about a paragraph that should not be contro-
versial. In that paragraph, Quine quite straightfor-
wardly states that mathematical logic is an example
of a hard science. The unit was rescored and the
disagreement was resolved.

5.2 Literature Reviews in the History of
Philosophy

In this annotation task, annotators scored articles
from the British Journal of History of Philosophy
between 2017 and 2019 by checking their abstracts,
introduction and methodological information for
clear statements of inclusion/exclusion criteria for
the sources the authors take into account, the com-
pleteness of the sources consulted, and the scope
of the claims authors made on this basis.’

The annotation task was as follows: for each arti-
cle, the annotators answer the following questions:
Exclusion/Inclusion

1. Does the article use a reproducible method-
ology with explicit inclusion and exclusion
criteria to identify and find primary literature?
Does the article use a reproducible method-
ology with explicit inclusion and exclusion
criteria to identify and find secondary litera-
ture?

Completeness
3. Does the article explicitly attempt to identify
all available primary literature relative to the

SFor more information about the dataset, see https://
github.com/YOortwijn/HumEvalDisRes
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research question?

4. Does the article explicitly attempt to identify
all available secondary literature relative to
the research question?

Wide-scope claims

5a. Does the article argue for wide-scope his-
torical claims, i.e., claims spanning multiple
decades or periods or intellectual movements?

5b. If 5a is answered positively, does the article
qualify the wide-scope claims?

Guidelines: The annotators will annotate the
article by scoring ‘1’ for yes, otherwise, by scoring
‘0’. In case of a discrepancy between the abstract
and body of the article, the body (represented by
the introduction and methodology section) will be
leading. The annotators will also check section
and subsection headings in order to identify other
relevant sections related to the finding and use of
primary and secondary literature.

The annotators did not construct interpretive
models for the key concepts in the task/guidelines.
This is understandable, given the low complexity of
concepts involved. The problem, though, is that the
team did not fix definitions or characterisations of
all relevant terms from the outset either, as will be
clear below, and by contrast with the annotations
in section 5.1. Missing this essential part of the
annotation toolbox is a shortcoming that resulted
in an interrater agreement unnecessarily lower than
it should have been. We will highlight one case of
task or guideline unclarity (step 5, a).

During discussion on specific disagreements on
the basis of our flowchart, the annotators noticed
that they used different construals of what con-
stitutes a wide-scope claim. While the annota-
tors were able to resolve these disagreements on
a case-by-case basis, it cannot be guaranteed that
the agreed annotations would still receive the same
scoring by the new considerations on what consti-
tutes a wide-scope claim. Therefore, when in step 5
of the procedure it is discovered that the interpreta-
tion of key terms should be refined, it is necessary
to revisit all annotations. By following the first
three steps of the procedure before starting the in-
dividual annotations, annotators are forced to settle
on an interpretation of terms such as wide-scope
claim before annotating. This way disagreement on
many passages and the need to redo all annotations
can be avoided.

The interrater agreement on this task was K ~
0.71 before disagreement resolution. The annota-


https://github.com/YOortwijn/HumEvalDisRes
https://github.com/YOortwijn/HumEvalDisRes

tors resolved all cases of disagreement using step 5
of the procedure. 62% of the disagreements were
determined to be inconsistent annotations (5, ¢),
21% were due to guideline or task unclarity (5, a),
10% were due to non-uniform interrater expertise
(5, b) and 7% were simple mistakes (5, e).

Note that the two questions about wide-scope
claims have a much lower interrater agreement of
k =~ 0.45. This can be explained by the problems
concerning the different construals of what consti-
tutes a wide-scope claim discussed above and em-
phasized the need for conceptual alignment. Note
also that no cases of interpretive disagreement were
identified. This is likely because, after the interpre-
tation of concepts has been settled in step 2, there
is not much need for extensive interpretation of the
units of annotation in this annotation task.

6 Further applications

We have shown how the procedure applies to the
two test cases discussed in section 5. However, our
procedure is not limited to cases of that type. Con-
cepts are involved in any type of annotation task,
and any concept necessitates both interpretation
and conceptual alignment.

Consider the case of Herbelot and Vecchi (2016)
again: “MISSILES EXPLODE received the labels
SOME, MOST and ALL.”. Suppose we want to con-
struct a ground truth of property-object pairs. The
example shows that the guidelines should specify
whether to use an actual or potential interpreta-
tion of property possession. Note, though, that
settling for an interpretation often won’t be enough:
while annotating under a potential interpretation,
the issue may arise whether objects should have
the potential to have a property actually (most do,
but some are faulty) or teleologically (all). By our
procedure, these ambiguities become apparent, and
disagreement can be resolved.

The two test cases of section 5 both have aca-
demics as annotators, but this is no intrinsic require-
ment of our procedure. For some linguistic tasks,
being a native speaker of the relevant language is
enough expertise to be able to grasp and apply the
concepts involved in the task. Another matter is
the common practice of resorting to crowdsourcing
platforms® to construct large, non-academic anno-
tation datasets. The practice is useful, but ill-suited
to accommodate the type of disagreement resolu-
tion we envisage. Our take is that even though it

8Sece.g. https://www.mturk.com/
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might not always be possible to adopt the entire
procedure for ground truth construction, we see no
fundamental, theoretical problems with its applica-
tion in a wide variety of cases.

7 Conclusion and further work

In this paper we proposed a six-step systematic
procedure for annotation focused on disagreement
resolution. We argued that disagreement is the re-
sult of poorly specified tasks or guidelines, or of
insufficient conceptual alignment among annota-
tors. To avoid incomplete datasets unfit for use as
ground truths, we set up the procedure in such a
way that the identification and non-arbitrary resolu-
tion of different types of disagreement is facilitated.
Disagreement resolution by a clearly defined pro-
cedure results in more reliable and well-grounded
datasets. By identifying the cause of disagreement
and giving appropriate instructions for resolution
for each type of disagreement, our procedure en-
sures that the resolution proceeds in a non-arbitrary
fashion allowing for proper documentation and in-
creasing replicability of the data.

We have validated the effectiveness and the im-
portance of our annotation procedure by two test
cases. The first case shows that conceptual align-
ment by itself does not guarantee that annotators
make no mistakes or only come across clarified con-
cepts, indicating the need for disagreement resolu-
tion after annotation. The second case emphasizes
the importance of task clarification and conceptual
alignment prior to annotation. Without this, the
likeliness increases of having to redo annotations
due to different construals of terms influencing both
conflicting and agreed-upon annotations.

In further work we aim to collect more use cases
to test the applicability of the procedure to more
varied types of annotations. Moreover, we want
to consider in more depth the interplay of step 0-2
and further elaborate on the idea of key concept at
step 2.
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