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Abstract
Only a small portion of research papers with
human evaluation for text summarization pro-
vide information about the participant demo-
graphics, task design, and experiment proto-
col. Additionally, many researchers use hu-
man evaluation as gold standard without ques-
tioning the reliability or investigating the fac-
tors that might affect the reliability of the hu-
man evaluation. As a result, there is a lack
of best practices for reliable human summa-
rization evaluation grounded by empirical ev-
idence. To investigate human evaluation relia-
bility, we conduct a series of human evaluation
experiments, provide an overview of partici-
pant demographics, task design, experimental
set-up and compare the results from different
experiments. Based on our empirical analysis,
we provide guidelines to ensure the reliability
of expert and non-expert evaluations, and we
determine the factors that might affect the reli-
ability of the human evaluation.

1 Introduction

Evaluation of summarization quality plays a cru-
cial role in the development of summarization tools
since a well-executed evaluation can help to deter-
mine whether the system has adequately outper-
formed the existing tools in terms of quality and
speed or whether the designed properties work as
intended (van der Lee et al., 2018; Lloret et al.,
2018). The human evaluation has been the most
trusted evaluation method and used as gold stan-
dard for summarization evaluation (Gatt and Krah-
mer, 2018; Celikyilmaz et al., 2020). However, in
recent years, some researchers have provided an ex-
tensive overview of papers with human evaluation
and pointed out that there is a lack of standardized
procedures leading to mostly non-comparable and
non-reproducible results (van der Lee et al., 2019;
Belz et al., 2020; Howcroft et al., 2020; van der
Lee et al., 2021).

Howcroft et al. (2020) have reported based on
the analysis 165 papers with human evaluation pub-
lished in INLG and ENLG that more than 200
different terms have been used for human eval-
uation, which results in lack of clarity in reports
and extreme diversity in approaches. van der Lee
et al. (2021) have analyzed 304 research papers
published in INLG and ACL conferences and re-
ported that only 3% of 304 analyzed papers de-
scribed the demographics, 6% provided the details
about task design, 19% reported any inter-rater
agreement score, 23% conducted a statistical anal-
ysis for human evaluation, and 32% reported the
number of different evaluators per item, where 92%
of the reported cases only one rating is used.

In this paper, we aim to contribute the human
evaluation research as follows: 1) we conduct se-
ries of human evaluation with experts, crowd, and
laboratory participants on two different data sets,
2) we report on the participant demographics, task
design, and evaluation criteria 3) we demonstrate
a comprehensive statistical analysis of human ex-
periments, and 4) we provide guidelines to ensure
the reliability of experts and non-experts and de-
termine the factors affecting the human reliability
grounded by the empirical evidence from our ex-
periments. Data associated with this work is avail-
able at https://github.com/nesliskender/

reliability_humeval_summarization.

2 Related Work

Human evaluation of text summarization can be
conducted either by linguistic experts or non-
experts such as laboratory participants or crowd
workers. However, expert evaluation has been es-
tablished as the gold standard in the summarization
evaluation and the reliability of non-experts has
been repeatedly questioned (Lloret et al., 2018).

https://github.com/nesliskender/reliability_humeval_summarization
https://github.com/nesliskender/reliability_humeval_summarization
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Gillick and Liu (2010) have conducted a crowd-
sourcing experiment for summarization evaluation
for the first time and concluded that crowd work-
ers can not evaluate summary quality because of
the non-correlation with experts. However, they
did not report the number of crowd workers per
summary. Fabbri et al. (2020) have compared the
crowd ratings with expert ratings using five crowd
workers per item. They have also reported that
crowd ratings do not correlate with experts and em-
phasized the need for protocols for improving the
human evaluation of summarization. Further, Gao
et al. (2018); Falke et al. (2017); Fan et al. (2018)
have used crowd workers to evaluate the quality
of their automatic summarization systems without
questioning the reliability of crowd workers.

When we look at the approaches used for human
summarization evaluation, they can be broadly clas-
sified into two categories: intrinsic and extrinsic
evaluation (Jones and Galliers, 1996; Belz and Re-
iter, 2006; Steinberger and Ježek, 2012). In intrin-
sic evaluation, the summarization output’s quality
is measured based on the summary itself without
considering the source text. Generally, it has been
carried out as a pair comparison (compared to ex-
pert summaries) or using absolute scales without
showing a reference summary (Jones and Galliers,
1996). However, the extrinsic evaluation, called
also task-based evaluation, aims to measure the
summary’s impact on the completion of some task
based on the source document (Mani, 2001). Re-
iter and Belz (2009) have argued that the extrinsic
evaluation is more useful than intrinsic because
the summarization systems are developed to sat-
isfy the information need from the source text in a
condensed way, but van der Lee et al. (2021) have
reported that only 3% of the papers presented an
extrinsic evaluation.

Further, the quality criteria used in the human
evaluation and the terminology used for describing
these criteria had a high degree of variation, 200+
variations in terminology (Howcroft et al., 2020).
Researchers have used either the same terminology
but evaluated something different or used different
terminology but measured the same thing (Belz
et al., 2020). In most cases, they did not define the
quality criteria they investigated or cite a reference
for it, making it difficult to compare the results and
draw conclusions across the papers. The scales for
evaluation have also varied often, such as Likert (3,
4, 5, 6, 7, 10, 11-point), categorical choice (Yes or

No), or rank-based scale (van der Lee et al., 2021).
So, human evaluation lacks structured, reliable

evaluation practices, and the current way of report-
ing human evaluation in research papers generates
non-comparable and non-reproducible results. We
aim to contribute to human evaluation research for
text summarization by determining the intrinsic
and extrinsic quality in a reliable and reproducible
way with our experiments in section 3.

3 Experiments

As our source documents, we used the 67 unique
post-query pairs from a telecommunication com-
pany’s customer service forum in German, where
customers ask questions about the company’s prod-
ucts and services such as “Where can I find my
customer number” or “My internet is not working”.
Each query had 6-10 corresponding forum posts,
including the answers from other customers to pro-
vide a solution or at least some help to the customer
problem. The average word count of the posts was
571.2, the shortest one with 150 words, and the
longest one with 1006 words, where the average
word count of the corresponding queries was 9.1,
the shortest query with three, and the longest with
23 words.

We conducted series of human experiments on
this data set shown in Table 1 in chronological
order. In experiment 1, crowd workers created
extractive summaries for 67 post-query pairs. In
experiment 2, different crowd workers evaluated
the quality of crowd-generated summaries, the out-
put from experiment 1. Because of the high cost
of human evaluation, we limited our evaluation
data set for further experiments based on the over-
all quality ratings from experiment 2. From those,
we selected 50 summaries within ten distinct qual-
ity groups ranging from lowest to highest scores
(lowest group [1.667, 2]; highest group (4.667, 5]),
each represented by five summaries. We generated
a stratified sample of the data set consisting of sum-
maries with low, medium, and high quality. These
summaries originated from 27 post-query pairs.

This new data set, 27 post-query pairs with 50
summaries in varying qualities, has been evalu-
ated by experts in experiment 3, by crowd workers
in experiment 4, and by laboratory participants in
experiment 5. In these experiments, the task de-
sign and the summaries were exactly the same to
compare the effect of expertise (expert vs. non-
expert) and environment (lab vs. crowd) on the
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Exp. No Type Human Items #Evaluator
per Item

#Total
Evaluator

Average
Age Gender Payment

1 Creation Crowd 67 post-query pair 4 76 39.43 41m, 35f 1.2 C per task
2 Evaluation Crowd 256 summaries (output from 1.exp) 3 86 38.8 49m, 37f 1.2 C per task
3 Evaluation Expert Selected 50 summ. from 1.exp output 2 2 26.5 2f 30 C per hour
4 Evaluation Crowd Same as in 3.exp 24 46 42.47 27m, 19f 1.2 C per task
5 Evaluation Lab Same as in 3.exp 24 71 29.30 38m, 33f 15 C per hour
6 Creation Expert 27 post-query pair 2 2 26.5 2f 30 C per hour
7 Evaluation Expert TextRank summ. of 27 post-query pair 2 2 26.5 2f 30 C per hour
8 Evaluation Crowd Same as in 7.exp 10 21 28.4 15m, 6f 1.2 C per task

Table 1: Overview of all human experiments

quality assessment. Further, we created machine
summaries for the same 27 post-query pairs using
the sumy1 library to investigate the effect of sum-
mary generation method (human vs. machine) on
the quality assessment. We applied TextRank al-
gorithm (Mihalcea and Tarau, 2004) for machine
summarization since it is one of the limited open-
source German summarization algorithm and the
most used unsupervised baseline in text summariza-
tion (Allahyari et al., 2017). Experts have evaluated
these machine summaries in experiment 7, crowd
workers evaluated the summaries in experiment
8. Here, we did not ask laboratory participants to
evaluate the machine summaries’ quality since the
comparisons of experiments 3, 4, and 5 revealed
the insights regarding the environment’s effect on
the quality assessment. The experts also created the
gold standard summaries for these 27 post-query
pairs in experiment 6.

In human evaluation experiments, we applied
both intrinsic and extrinsic approaches. As the lit-
erature reveals a high degree of variation in quality
criteria used in human experiments (Belz et al.,
2020; Howcroft et al., 2020; van der Lee et al.,
2021), we limited the intrinsic factors to six and the
extrinsic factors to three. As the limitation criteria,
we narrowed the scope of human evaluation from
NLG to text summarization and adopted the com-
monly used quality metrics. Especially, we applied
the criteria from the Document Understanding Con-
ferences (DUC2), which have been the forum for
researchers in text summarization to compare meth-
ods and results. Additionally, we used a measure
for overall quality to assess the summaries’ total
quality. While limiting the extrinsic quality factors,
we focused on quality metrics for usefulness for
the task and information need because these are the
most commonly used criteria in NLG as reported

1https://github.com/miso-belica/sumy
2https://duc.nist.gov/

in (Howcroft et al., 2020).
So, we determined intrinsic quality using six dif-

ferent quality criteria: overall quality, defined as
“responsiveness evaluation” in Louis and Nenkova
(2013), and the five readability (linguistic) mea-
sures (grammaticality, non-redundancy, referential
clarity, focus, and structure & coherence) defined
as in Dang (2005). We evaluated the extrinsic qual-
ity using following three measures: summary use-
fulness defined as “content responsiveness” in Con-
roy and Dang (2008), source usefulness (in our case
post usefulness, because our source documents are
forum posts) defined as “relevance assessment” in
Mani et al. (2002), and summary informativeness
defined as “informativeness” in Mani et al. (2002).
We conducted all our evaluations using a contin-
uous scale, 5-point Mean Opinion Score (MOS)
with the labels very good, good, moderate, bad,
very bad, which is one of the most applied scales in
subjective quality assessment (Streijl et al., 2016).

3.1 Crowdsourcing Experiments
We conducted all of the crowdsourcing experi-
ments using Crowdee3 platform. Before each of
our crowdsourcing experiment, we had test runs
with the student workers who have acted like crowd
workers and gave us feedback regarding the task
design and understandability. For each new crowd-
sourcing experiment, we did at least ten or more al-
terations based on the students’ feedback. Further,
we payed the minimum hourly wage in Germany
and determined payment based on our crowdsourc-
ing experiments’ estimated work duration.

3.1.1 Crowd Worker Selection
For crowd worker selection, we developed a two-
step qualification process for both crowd creation
and evaluation. In the first step, crowd workers
needed to pass the German language proficiency
test provided by the Crowdee platform with a score

3https://www.crowdee.com/

https://github.com/miso-belica/sumy
https://duc.nist.gov/
https://www.crowdee.com/
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of 0.9 and above (scale [0, 1]). In the second
step, crowd workers needed to pass a semantic
task-specific pre-qualification test.

In the pre-qualification test for summary cre-
ation, at first, we presented the summary creation
guidelines: 1) Summary should be non-redundant,
fluent, informative, and grammatically correct, 2)
Summary should be readable and understandable,
3) Summary should be created by copy-pasting 3-
5 sentences from forum posts, 4) Any alternation
of the sentences and also writing new sentences
were not allowed. We also presented an example
of a good and bad summary generated for the same
post-question pair. 103 out of 144 crowd workers
were approved for the summary creation task. The
criterion for approval was the ROUGE score of
crowd workers’ summaries, calculated with sum-
maries created by linguists of the authors’ team.
Further, we manually evaluated the crowd worker’s
summaries with a low ROUGE score (ROUGE-1
< 0.4), and if the summary quality was still accept-
able, their authors were approved.

In the pre-qualification test for summary evalu-
ation, we gave a brief explanation of the summa-
rization process, highlighting that the summaries
were created by simple cutting-out sentences from
forum multiple posts, and therefore may appear
slightly unnatural. Crowd workers were then asked
to evaluate the overall quality of four summaries
(two very good, two very bad). The quality of these
summaries have already been determined by the
linguists of the authors’ team on a 5-point MOS
scale. For each exact rating match, crowd workers
got 4 points, and for each point deviation, they got a
point less, so deviations were linearly punished. 98
out of 150 crowd workers passed this qualification
test with a point ratio >= 0.625.

3.1.2 Crowd Creation
In experiment 1, we instructed the crowd workers to
create one extractive, 3-5 sentences long summary
for each post-query pair using the same summary
creation guidelines as in the pre-qualification test.
To illustrate the guidelines, we presented crowd
workers an example of a post-query pair and cor-
responding one good and one bad summary. Addi-
tionally, forum posts were shown as an itemized list
of sentences in the creation process, so that each
crowd worker only had to select and copy the spec-
ified sentences into a summary. Overall 76 unique
crowd workers (41m, 35f, Mage = 39.43) partici-
pated in the experiment 1. Four different crowd

workers per post-query pair created 256 summaries
for 67 post-query pairs after eliminating cheaters.
The average work duration was 458.8 seconds, and
total tasks (67 x 4) were completed in 46 hours.

3.1.3 Crowd Evaluation
In experiment 2, the crowd workers evaluated the
quality of 256 crowd summaries generated in exper-
iment 1. First, a brief explanation of the summary
creation process was shown with an example of
a query, forum posts, and a summary to provide
background information. Next, the crowd workers
were asked to evaluate two summaries regarding
the overall quality and the five intrinsic quality
measures in the following order: 1) overall quality,
2) grammaticality, 3) referential clarity, 4) non-
redundancy, 5) focus and 6) structure & coherence.
Three different crowd workers evaluated each sum-
mary, and a single crowdsourcing task included the
evaluation of two summaries.

The overall quality was rated first to avoid influ-
encing it by more detailed aspects. The evaluation
of each aspect was done on a separated page, which
contained a definition of the particular aspect (il-
lustrated with an example), a summary, and a 5-
point MOS scale (very good, good, moderate, bad,
very bad) as radio buttons. To have an intrinsic
(summary-focused) evaluation, crowd workers did
not see the corresponding original post-query pair.
Overall 86 crowd worker (49m, 37f, Mage = 38.8)
completed the summary evaluation task with an
average work duration of 356.36 seconds within 12
days. We noticed that conducting a crowdsourcing
experiment at Christmas time has slowed the total
task completion duration. Further, crowd workers
had the chance to give some feedback at the end of
the task, and multiple crowd workers commented
about the summary content, such as “I don’t find
the summary very informative overall, so the over-
all rating was worse than the individual ratings.”.

Therefore, we added questions regarding the
summary’s content quality to experiment 4. We
used the same instructions and task description as
in experiment 2 and added three extrinsic qual-
ity measures showing the original corresponding
post-query pair to evaluate the summary’s content
quality. Also, we increased the number of unique
crowd workers to 24 for each summary following
the recommendations of Naderi et al. (2018) for a
robust crowdsourcing study. Since reading the sum-
mary and all the source text increases the reading
effort, we asked crowd workers to rate the quality
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of one summary in one task.
After answering the same six questions ex-

plained in the above paragraphs, we asked crowd
workers to evaluate the following extrinsic qual-
ity measures: 7) summary usefulness, 8) post use-
fulness, 9) summary informativeness. Again, the
evaluation of each aspect was done on a separate
page, which contained the definition of the partic-
ular aspect with an example, the post-query pair,
the summary, and the answer options as the 5-point
MOS scale. Overall, 46 crowd workers (19f, 27m,
Mage = 43) completed the evaluation of selected 50
summary with an average work duration of 249.88
seconds. The total of 1200 tasks (50 summary x 24
crowd worker) was published in batches, and each
batch was completed within one day.

In our last crowdsourcing experiment, experi-
ment 8, we asked crowd workers to evaluate the
quality of 27 TextRank summaries using the same
task design as in experiment 4. Overall, 21 crowd
workers (15m, 6f, Mage = 26.3) participated in
experiment 8 with an average task completion du-
ration of 287.92 seconds, completing total tasks
within three days. Our analysis from experiments 3
and 4 has shown that 8-10 crowd workers per sum-
mary delivers results corresponding to laboratory
experiments. Therefore, we collected evaluations
from 10 different crowd workers per summary.

3.2 Laboratory Experiment

In experiment 5, we recruited participants via a lo-
cal participant pool for the summary quality evalu-
ation experiment in a controlled laboratory environ-
ment. We accepted only the native German speak-
ers and did not perform any other pre-qualification.
The experiment design and the summaries were
exactly the same as in experiment 4, where 24 dif-
ferent laboratory participants evaluated the nine
different quality aspects of 50 summaries. They
also completed the task using Crowdee platform to
avoid any user interface biases.

In addition to instructions of experiment 4, all
the participants were also instructed in written form
before the experiment start and all of the partici-
pant’s questions regarding the task’s understand-
ability were answered immediately by the lab in-
structor. As expected, the participants were also
physically present in a controlled laboratory envi-
ronment during the task. The experiment duration
was set to one hour, and the participants were asked
to evaluate as many summaries as they can in an

hour. Overall, 71 participants (38m, 33f, Mage =
29.3) completed the experiment 5, evaluating 12
summaries per hour on average within 51 days.

3.3 Expert Experiments

In experiment 3, two experts who are Masters stu-
dents in linguistics evaluated the same selected 50
summaries with the same task design as in exper-
iment 4. At first, they evaluated the summaries
separately using Crowdee platform. After the first
separate evaluation round, the inter-rater agreement
scores, Cohen’s κ, showed that the experts often
diverted in their assessment. To reach consensus
among experts, we followed an iterative approach
similar to the Delphi method (Linstone et al., 1975)
and arranged physical follow-up meetings with ex-
perts which we refer as mediation meetings.

In these meetings, experts discussed the reasons
and backgrounds of their ratings for each summary
in case of disagreement and eventually aligned in
case of consensus. Eventually, acceptable inter-
rater agreement scores were reached for nine qual-
ity measures. One should keep in mind that elab-
orated follow-up meetings principally lead to the
increasing convergence of expert ratings. We did
not test for a saturation effect with this observa-
tion, but the effort allocated in this step clearly
influences the expert rating values.

In experiment 6, the same experts created gold
standard summaries for the corresponding source
post-query pairs of 27 TextRank summaries using
the same task design as in experiment 1. Lastly,
in experiment 7, the same experts evaluated the
quality of 27 TextRank summaries following the
same iterative approach and same task design as in
experiment 3.

4 Results

Results are presented for the mean opinion scores
(MOS) of overall quality (OQ), grammaticality
(GR), non-redundancy (NR), referential clarity
(RC), focus (FO), structure & coherence (SC), sum-
mary usefulness (SU), post usefulness (PU) and
summary informativeness (SI) collected in experi-
ments 2, 3, 4, 5, 7, and 8 (see table 1). We will refer
to these measurements by their abbreviations in this
section. Further, we use non-parametric statistics in
our analysis because of the non-normal distribution
of some measurements in these experiments.
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Before Mediation After Mediation
Crowd Summ. TextRank Summ. Crowd Summ. TextRank Summ.

Agr. in % κ Agr. in % κ Agr. in % κ Agr. in % κ

OQ 54 0.228 22.2 -0.040 82 0.637 85.2 0.717
GR 42 0.078 18.5 0.086 78 0.626 88.9 0.809
NR 34 -0.012 11.1 -0.084 70 0.520 85.2 0.797
RC 56 0.381 29.6 0.013 88 0.819 92.6 0.882
FO 52 0.249 88.9 0.779 80 0.685 96.3 0.922
SC 42 0.212 22.2 0.070 82 0.743 85.2 0.783
SU 44 0.220 37 0.093 76 0.635 88.9 0.839
PU 38 0.005 48.1 0.169 70 0.469 92.6 0.856
SI 34 -0.038 40.7 0.234 78 0.565 92.6 0.886

Table 2: Raw agreement in % and Cohen’s κ scores between two experts for the evaluation of crowd summaries
and TextRank summaries before mediation and after mediation

4.1 Reliability of Human Evaluation

4.1.1 Expert Evaluation

In this section, we compare the results from experi-
ment 3 with experiment 7 to analyze expert reliabil-
ity. Following the recommendations of van der Lee
et al. (2019), we calculated the raw agreement in
percentage and Cohen’s κ as inter-rater agreement
scores.

Looking at Table 2, we observe that the me-
diation meetings increased the agreement scores
enormously both for the evaluation of crowd and
TextRank summaries. Only after the mediation
meetings, acceptable Cohen’s κ scores between ex-
perts could be achieved with all measures having
substantial (0.6-0.8] or almost perfect agreement
(0.80-1.0] for all measures except for NR, PU, and
SI being weak in crowd summary evaluation (0.40-
0.60] (Landis and Koch, 1977).

For TextRank summaries, the increase is consid-
erably higher than the crowd summaries. Since the
same experts evaluated the TextRank summaries
under the same experimental conditions as in exper-
iment 3, we can conclude that the characteristics of
machine-generated summaries such as unnatural-
ness or non-fluency constitute a challenge even for
experts before mediation. Further, the TextRank
summaries included usually same kind of mistakes
which made it easier for experts to agree on a spe-
cific evaluation scheme for each evaluation criteria
during mediation sessions, leading to higeher agree-
ment in comparison to crowd summaries.

The effect of mediation on the inter-rater agree-
ment scores shows clearly that the mediation meet-
ings are necessary for reliable expert evaluation, es-
pecially when evaluating machine-generated sum-

maries. We plan to use the specific evaluation cri-
teria shaped during expert mediation sessions to
improve the task design in future work.

4.1.2 Crowd Evaluation
This section compares the results from experiment
2 with experiment 4 to measure the re-test relia-
bility of crowd experiments. To do so, we calcu-
lated the Spearman correlations between the crowd
evaluations from experiment 2 (3 crowd workers
per item) and experiment 4 (24 crowd workers per
item) for the six intrinsic measures. To have the
same number of crowd workers per summary as
in experiment 2, we selected the first three evalua-
tions per summary from experiment 4. The black
circles in Figure 1a show the correlation between
these first three crowd evaluations from experiment
4 and crowd evaluation from experiment 2. The
correlation coefficients range from 0.497 to 0.587
for all six measures, indicating a moderate re-test
reliability of crowd evaluation.

However, choosing the first 3 out of 24 crowd
raters for correlation analysis is neither a conscious
nor reliable choice. Would we still get the same
correlations if some of the remaining 21 crowd
workers would have completed the task before the
first three considered above? To investigate this,
we randomized 100 times the order of 24 crowd
evaluations and selected the first three evaluations
to correlate them with the evaluation from experi-
ment 2. Figure 1a shows the scatter plots for these
correlations, ranging from weak to strong for all six
measures. We see a noticeable difference between
the initial correlations (black circles in Figure 1a)
and randomizations. Here, we observed that the
correlations ranged from 0.2 to 0.75, showing that
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(a) (b)

Figure 1: Spearman correlations of crowd evaluations from experiment 4 as 100 randomized groups of 3 crowd
workers with crowd evaluations from experiment 2 (a) and Spearman correlations of crowd evaluations from ex-
periment 4 as 100 randomized groups of 12 crowd workers with the remaining 12 crowd workers (b)

the crowdsourcing experiments with three crowd
workers per summary still include high degree of
unpredictability and can only be moderately reli-
able.

If we increase the number of crowd workers per
item, can we overcome this unpredictability? To
investigate this, we divided the existing data from
experiment 4 into two random groups, two groups
each with 12 crowd workers per item, and calcu-
lated Spearman correlations between them. Figure
1b shows the correlation between these two ran-
domized groups for the nine quality measures. In
comparison to Figure 1a, the slope of randomized
correlations in Figure 1b is lower and the mean
correlation of randomizations is very strong except
for PU and SI which are strong (ρOQ = 0.874,
ρGR = 0.858, ρNR = 0.799, ρRC = 0.857,
ρFO = 0.815, ρSC = 0.874, ρSU = 0.848,
ρPU = 0.626, ρSI = 0.793).

This result proves that the reliability of crowd-
sourcing experiments depends on the number of
crowd workers per item and reliable crowdsourc-
ing results cannot be achieved with three crowd
workers per item.

4.2 Effect of Expertise and Environment

To investigate the effect of expertise and environ-
ment on the human summarization evaluation, we
compare the results from experts (experiment 3),
crowdsourcing (experiment 4), and laboratory (ex-
periment 5) experiments, which are conducted on
the same data set with the same task design.

Figure 2 shows the boxplots of expert, crowd,
and laboratory ratings for nine quality measures.
Here, we see that the experts used the upper end of

Figure 2: Boxplots of expert evaluations (blue), crowd
evaluations (green) and laboratory evaluations (orange)
for crowd summaries

the scale more often than the non-experts and gave
higher ratings on average. Further, the non-expert
evaluations are slightly negatively skewed using a
smaller portion of the scale.

To explore if these differences statistically signif-
icant, we calculated the non-parametric ANOVA,
Kruskal-Wallis Test, between expert, crowd, and
laboratory ratings. The test results revealed no sig-
nificant difference between the expert and crowd
evaluations except for PU and between the crowd
and laboratory except for SI. However, the expert
evaluations differed significantly from laboratory
evaluations. Experts gave significantly higher rat-
ings than the laboratory participants for all mea-
sures except for SU and SI. Here, we observe that
significant differences exist only between the in-
trinsic evaluations indicating that the intrinsic eval-
uations require more expertise than the extrinsic
evaluation.

Additionally, we calculated the Spearman corre-
lations of expert evaluations with crowd and labora-
tory for all nine measures as shown in Figure 3. We
found that the correlation magnitudes between ex-
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Figure 3: Spearman correlations between expert and
laboratory, expert and crowd, and crowd and laboratory
for the nine quality measures

pert and laboratory and between expert and crowd
were very similar, ranging from moderate to very
strong. However, the correlations between crowd
and lab were very strong except for PU and re-
markably higher than the correlations with experts.
These results show that the environment does not
have a significant effect on human evaluation, but
the level of expertise affects the human evaluation.

4.3 Effect of Data Quality

To analyze the effect of the data quality itself on
human evaluation, we compare the correlations
between expert (experiment 3) and crowd (ex-
periment 4) for crowd-generated summaries with
the correlation between expert (experiment 7) and
crowd (experiment 8) for TextRank-generated sum-
maries. On average, the correlations for TextRank
summaries for nine quality measures were 0.12
points lower than the crowd summaries. To deter-
mine if this is a significant difference, we applied
Zou’s confidence intervals test for independent vari-
ables (Zou, 2007) and found out that the differences
were not statistically significant except for SC.

Further, we calculated non-parametric T-test, the
Mann-Whitney U test, between crowd and expert
ratings for TextRank summaries. The results re-
vealed that the crowd workers rated OQ, RC, FO,
SU, and PU of TextRank summaries significantly
lower than the experts. In contrast, when evaluat-
ing crowd summaries, crowd ratings did not differ
significantly from experts except for PU. This re-
sult indicates that crowd workers tend to give lower
ratings than the experts for machine-generated sum-
maries. However, the summary generation method
does not affect the rank-order of their ratings, and
the correlation between crowd and expert do not
differ from each other significantly both for human-
and machine-generated summaries.

4.4 Goodness of Automatic Metrics: With
whom to compare?

The goodness of automatic summarization evalua-
tion metrics is generally measured by their corre-
lation to human evaluations, usually expert evalu-
ations (Bhandari et al., 2020). In this section, we
compare the correlations of commonly used auto-
matic metrics ROUGE (Lin, 2004) and BERTScore
(Zhang* et al., 2020) with expert and crowd eval-
uations for TextRank summaries to find out if the
crowd workers can be used instead of experts.

ROUGE-1 ROUGE-2 ROUGE-L BERTScore

OQex 0.636 0.680 0.675 0.582
OQcr 0.576 0.526 0.499 0.552
SUex 0.467 NS 0.397 NS
SUcr 0.657 0.586 0.592 0.614
SIex 0.542 0.546 0.527 0.501
SIcr 0.421 0.506 0.504 0.424

NS: Not significant

Table 3: Spearman correlations of ROUGE-1,
ROUGE-2, ROUGE-L and BERTScore with expert
and crowd evaluations for TextRank summaries

As human evaluation measures, we only con-
sidered the OQ, SU, and SI because the automatic
metrics are content-based metrics and should rather
be compared to content-based human evaluations
(Lloret et al., 2013). Table 3 shows the correlations
of ROUGE and BERTScore with OQ, SU, and
SI measured by experts and crowd. To determine
if these correlation differences are significant, we
applied Zou’s confidence intervals test for overlap-
ping dependent variables and found out that there
is no significant difference between any correlation.
This result indicates that crowd workers can be
used instead of experts to determine the goodness
of automatic metrics.

5 Conclusion and Future Work

In this paper, we report a comparative analysis of
series of human evaluation experiments with crowd
workers, laboratory participants, and experts on
two different data sets to determine the reliability
of human evaluation for text summarization.

However, the research papers with expert evalua-
tions for summarization have not reported any me-
diation meetings, let alone only 19 % reported the
inter-rater agreement scores in the range of 0.3-0.5
(van der Lee et al., 2021). This raises the question
of expert reliability, and to avoid that, we recom-
mend having mediation meetings with experts for
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reliable expert evaluation based on our results in
section 4.1.1. With our analysis, we showed that
mediation meetings are elementary to assure the
reliability of expert evaluations for all quality mea-
sures.

Further, we found out that the number of crowd
workers per item determines the crowd evaluation’s
reliability. van der Lee et al. (2021) showed only
57 % of papers specified number of evaluators and
the median was 3 among the papers which have
reported the evaluator number. But our analysis
in Section 4.1.2 showed that when using crowd-
sourcing, three crowd workers per item can only
deliver moderately reliable results and around ten
or more different crowd workers should evaluate
each summary. This result is also inline with our
previous findings in Iskender et al. (2020b,a).

While the environment (crowd vs. lab) does
not affect the human evaluations, the level of ex-
pertise might have affected the human evaluation.
Although there are mostly strong correlations be-
tween the experts and non-experts, their evaluations
do not match 100%. Depending on the evaluation
aim or the end-user group of the summarization
system, the evaluator’s expertise should be deter-
mined, e.g., summarization systems developed for
naive end-users should be evaluated by the naive
end-users rather than the experts, and expert sys-
tems should be evaluated by linguistic experts.

Additionally, the summary generation method
(human vs. machine) might cause a bias in crowd
assessments. Because of machine summaries’ un-
naturalness, the crowd workers tended to rate ma-
chine summaries lower than the experts. The feed-
back that the summaries were very “unnatural” and
“robotic” from the crowd workers in experiment 8
also confirms this finding. But still, crowd work-
ers can be used as a direct substitute for experts
to determine the goodness of automatic evaluation
metrics developed for machine summaries.

However, this paper has some limitations regard-
ing the data set and task design. We used one task
design with a single rating scale (5-point MOS
scale) and the same set of definitions and explana-
tions for our evaluation criteria in all our experi-
ments, which were conducted on small sized data
sets. In future work, we plan to include different
human evaluation criteria, compare different rating
scales with each other, conduct A/B testing with a
second task design, which includes improved def-
initions of evaluation criteria based on the expert

mediation sessions, and expand the data set size to
increase the statistical power of our analysis. Ad-
ditionally, we plan to conduct virtual mediation
sessions between two or three crowd workers to
find out if we can reach similar results to experts
with a small number of crowd workers.

Despite the limitations of our paper, we believe
that this paper makes a significant contribution to
human evaluation research of text summarization.
As Table 1 demonstrates, the time and organiza-
tional efforts and the cost of human experiments
can be enormous. Especially, conducting labora-
tory and expert experiments required high organiza-
tional effort, and these experiments were completed
in months while crowdsourcing experiments usu-
ally were finished in a couple of days. This shows
how burdensome and time-consuming conducting
human evaluation can be, which is a great chal-
lenge in a fast-moving field like summarization.
Therefore, finding reliable ways of using crowd-
sourcing can be a promising solution and we hope
to see more research in this field.
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