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Abstract

In this paper we investigate the efficacy of us-
ing contextual embeddings from multilingual
BERT and German BERT in identifying fact-
claiming comments in German on social me-
dia. Additionally, we examine the impact
of formulating the classification problem as a
multi-task learning problem, where the model
identifies toxicity and engagement of the com-
ment in addition to identifying whether it is
fact-claiming. We provide a thorough com-
parison of the two BERT based models com-
pared with a logistic regression baseline and
show that German BERT features trained us-
ing a multi-task objective achieves the best F1
score on the test set. This work was done as
part of a submission to GermEval 2021 shared
task on the identification of fact-claiming com-
ments.'

1 Introduction

Deception and misinformation have become in-
creasingly common on social media (Ciampaglia,
2018). With the endless cycle of production and
consumption of information, social media users
may be influenced to make choices which are un-
safe for them and for society. As a result, misin-
formation media has attracted the interest of the
NLP community to develop methods to combat
it. Since information on social media is often not
filtered based on veracity, it is necessary to apply
fact-checking in order to verify the claims made
in social media posts and comments (Thorne and
Vlachos, 2018). In this paper, we address the prob-
lem of automatic fact-claiming comment detection
in German, which is a crucial aspect of the fact
checking process.

Fact check-worthiness detection has been stud-
ied in prior work by using Naive Bayes and SVM

!Code is available at https://github.com/
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classifiers to identify fact check worthy statements
in political debates (Hassan et al., 2015). Gencheva
et al. (2017); Patwari et al. (2017) find that it is
useful to use the context of a statement to detect
fact worthiness. Vasileva et al. (2019) frame the
problem as a multi-task prediction problem where
the model predicts the labels for multiple fact wor-
thiness annotation sources.

In this work we use contextualized embeddings
from multilingual BERT and German BERT for
detecting fact-claiming comments. We also train
our model on two auxiliary tasks of toxicity and en-
gagement prediction in a multi-task learning setup.
Upon comparing the methods, we find that the mul-
titask model based on German BERT achieves the
best macro-average F-1 score on the test set.

We outline the remaining part of the paper by
first describing the dataset used for our experiments
in Section 2. Then we discuss the approaches we
use in Section 3. Sections 4 and 5 contain details
of the experiment setup and the results obtained.
Section 6 concludes the paper.

2 Data

We use the data provided for the GermEval 2021
shared task (Risch et al., 2021). The sizes of the
training and test splits along with the number of
samples in each class are shown in Table 1. Since
development data was not provided, we use 5-fold
cross validation by splitting the training data into
5 folds using stratified splitting. We then train
our models 5 times by picking 4 folds for training
and the remaining fold for development. To report
evaluation results, we use the mean and standard
deviation of the scores on the 5 folds.

3 Methodology

The task is to classify a given comment as fact-
claiming or not. It is a binary classification task.
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Data split ‘ Fact-claiming ‘ Non fact-claiming ‘ Total

1103

314

Train
Test

2141
630

3244
944

Table 1: Data statistics.

3.1 Baseline

We first build a linear logistic regression model as
our baseline. The comments are converted to TF-
IDF feature vectors with unigram word features.

3.2 BERT-based models

BERT (Devlin et al., 2019) is a large language
model trained in a self-supervised task of masked
language modeling. It was trained using a huge
amount of text data from BookCorpus (Zhu et al.,
2015) and Wikipedia. It has been shown that fine-
tuning pre-trained BERT or using it as a feature ex-
tractor leads to improvements in performance in a
wide range of downstream NLP tasks (Devlin et al.,
2019). In this work which involves data in German,
we use multilingual BERT (Devlin et al., 2019) and
German BERT (Chan et al., 2020).> For both the
models, we add a binary classification head on top
for classification of comments to whether they are
fact-claiming or not. The input to the classification
head is the [CLS] representation. We minimize
the cross-entropy loss during training.

Multilingual BERT Multilingual ~ BERT
(mBERT) is a single big language model trained
using unsupervised corpora in 104 languages
including German. Although not all of the 104
languages are represented with equal quality in
mBERT (Pires et al., 2019), mBERT has been
shown to perform well on a number of non-English
languages (Devlin et al., 2019).

German BERT German BERT is a BERT model
trained using a huge amount of German data which
includes Wikipedia dump (6 GB), OpenLegalData
(2.4 GB) and news articles (3.6 GB). It has been
shown to achieve impressive results on German sen-
timent analysis, document classification and named
entity recognition.

3.3 Multi-task training

Multi-task training has been successful in a wide
range of NLP tasks where the model predicts the
labels for multiple tasks for a given input (Chauhan
et al., 2020; Barnes et al., 2021; Goo et al., 2018).

https://www.deepset .ai/german—bert
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We also employ multitask learning for our problem
where instead of only predicting whether a com-
ment is fact-claiming or not, the model also predicts
whether the comment is toxic and engaging. The
idea is that the model learns a representation that is
useful for all three of these tasks, which may lead
to better overall performance at the primary task
which is fact-claiming classification. To do this we
add three binary classification heads, one each for
fact-claiming, toxicity and engagement prediction,
on top of the base BERT model. The training is
done with a multi-task objective where the total
loss is computed as the sum of the cross entropy
losses for the three subtasks.

4 Experiments

In this section we outline the baseline experiments
using logistic regression model and experiments
using BERT-based models.

4.1 Logistic regression

We used the TF-IDF feature extractor and
the logistic regression model implemented in
scikit—-learn. L2 regularization was applied
to the model parameters. The coefficient which
specifies the inverse of the regularization strength
(C parameter) was tuned across five values {1, 2, 3,
4, 5}. For each hyperparameter setting, 5 systems
were trained corresponding to the 5 folds, where
in each run 4 folds were used for training and the
held out fold was used for evaluation.

4.2 BERT-based models

We used the bert-base-multilingual-

cased and bert-base—-german-cased
identifiers in Huggingface transformers library
(Wolf et al., 2020) for loading the models and
tokenizers of pretrained mBERT and German
BERT respectively. Both the BERT based models
were trained by adding a linear classification layer
on top, the hidden size of which was tuned across
the values 128, 256, and 512. Optimizer used was
Adam with a learning rate value tuned in {0.05,
0.005, 0.0005}. Gradients greater than 1 were
clipped during training. The parameters of the
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Hyperparameter (C) | Train F-1 Dev F-1
1.0 0.800 = 0.00 | 0.688 £ 0.00
2.0 0.876 + 0.00 | 0.701 £+ 0.01
3.0 0.919 = 0.00 | 0.709 % 0.01
4.0 0.946 £+ 0.00 | 0.707 £ 0.01
5.0 0.964 + 0.00 | 0.711 £ 0.01

Table 2: Baseline results using logistic regression model with TF-IDF features.

Model F-1 Precision Recall
Monotask mBERT 0.737 £ 0.01 | 0.745 £0.01 | 0.735 £ 0.01
Monotask German BERT | 0.762 &= 0.01 | 0.774 &= 0.02 | 0.754 & 0.01
Multitask mBERT 0.737 £0.01 | 0.742 +0.01 | 0.734 £+ 0.01
Multitask German BERT | 0.759 £+ 0.01 | 0.774 & 0.02 | 0.751 £ 0.01
Table 3: BERT based model results on dev data.
. . _ 2xPxR 4
BERT layers were either frozen or were fine-tuned  score using F'l = =57~

during the training process. We found that freezing
the parameters of the BERT layers resulted in
better scores consistently. Training was stopped
when the development macro average F-1 score
did not improve for 10 consecutive epochs. Similar
to the logistic regression model training, 5 systems
were trained for each hyperparameter setting using
the 5 fold cross-validation data.

We found that for both mBERT and German
BERT, less than 0.5% of the running tokens were
out-of-vocabulary. However the best system for
mBERT required 34 epochs to converge whereas
the best system for German BERT required only
21 epochs to converge, where the best systems
were decided based on the average cross-validation
macro-average F-1 score. There was almost no
difference in training time in epochs for monotask
vs multitask best systems of German BERT.

5 Results

The predictions were evaluated using the macro-
average F1 score. For the dev set results, the macro-
average F-1 score is computed using the implemen-
tation provided in scikit-learn whereas for
test set results the macro-average F-1 score is com-
puted using the evaluation script provided by the
organizers of the shared task.> The difference be-
tween the two is that while the former computes
the arithmetic mean of the F-1 scores for each class,
the latter computes the arithmetic mean of the pre-
cisions and the arithmetic mean of the recalls for
each class which are then used to compute F-1

Link here.
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5.1 Results on dev data

The mean and standard deviation of the F-1 scores
for each hyperparameter setting of the logistic re-
gression baseline model are shown in Table 2. The
best training and development F-1 scores are ob-
tained using C' = 5.0.

The BERT-based results using monotask training
and multitask training are shown in Table 3. All
the results shown are for the case where the BERT
layers were frozen. The best set of hyperparameters
are hidden size 512 and learning rate 0.0005.

5.2 Results on test data

For a given model, we only used one of the 5 cross-
validation trained systems to predict the labels of
the test set. The test set results are shown in Ta-
ble 4. Notably the logistic regression’s F-1 and
precision scores are higher than monotask mBERT
scores. The German BERT scores are higher than
both the logistic regression baseline and monotask
mBERT. The overall best score is obtained using
the multitask German BERT which achives 71.5%
F-1 score, 72.72% precision and 70.32% recall.

5.3 Analysis of results

We analyze the test results using the confusion ma-
trices of the three submitted BERT-based systems
(see Figure 1). All the three systems have very
close true negatives (149, 148 and 143). However,
the multitask German BERT has the lowest false
positives (87) as compared to monotask mBERT
(107) and monotask German BERT (95).

“The two approaches result in almost identical scores.
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System F-1 | Precision ‘ Recall

Logistic regression 0.6873 | 0.7013 | 0.6738
Monotask mBERT 0.6851 0.6924 | 0.6778
Monotask German BERT | 0.6991 | 0.7097 | 0.6889
Multitask German BERT | 0.7150 | 0.7272 | 0.7032

Table 4:

Monotask mBERT

107

Non fact-claiming

Gold

149

165

148

Fact-claiming

Non facticlaiming Fact-cléiming Non fact-claim

Predicted

Monotask German BERT

ing

Predicted

Results on the test set. Only the 3 BERT based systems were submitted for shared task evaluation.

Multitask German BERT

95 87

166

143

171

Non facticlaiming Fact-cléiming
Predicted

Fact-cléiming

Figure 1: Confusion matrix on the test set using different BERT based systems.

6 Conclusion

In this paper we presented a baseline model based
on logistic regression and two BERT-based models
for identifying whether German comments in social
media are fact-claiming or not. We thoroughly com-
pared the two models: multilingual BERT which is
pre-trained on 104 languages, and German BERT
which is pre-trained only on German data. We
also formulated the learning problem as a multitask
problem by addition of two auxiliary tasks of toxi-
city and engagement classification. The multitask
German BERT achieved the best results on the test
set. This work contributes models and insights for
detecting fact-claiming comments on social media,
which is an important step towards hopefully com-
bating misinformation that is pervasive on social
media.
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