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Abstract

Sentence-level text simplification is evaluated

using both automated metrics and human eval-

uation. For automatic evaluation, a combina-

tion of metrics is usually employed to evaluate

different aspects of the simplification. Flesch-

Kincaid Grade Level (FKGL) is one metric

that has been regularly used to measure the

readability of system output. In this paper, we

argue that FKGL should not be used to eval-

uate text simplification systems. We provide

experimental analyses on recent system output

showing that the FKGL score can easily be

manipulated to improve the score dramatically

with only minor impact on other automated

metrics (BLEU and SARI). Instead of using

FKGL, we suggest that the component statis-

tics, along with others, be used for posthoc

analysis to understand system behavior.

1 Introduction

Critical to any application area is evaluation. Eval-

uation is often accomplished using one or more

quantifiable evaluation metrics. Evaluation met-

rics are the main tool for comparing and analyz-

ing approaches (Hossin and Sulaiman, 2015) and

are often used to define whether progress is being

made in a field. A good evaluation metric should

be a proper measure of the quality of a particular

algorithm and, importantly, should not be “game-

able”. Specifically, an approach should not be able

to obtain a better score on the evaluation metric by

manipulating the algorithm or output in ways that

do not improve the actual quality of the output.

In this paper, we examine evaluation for text

simplification, specifically, sentence-level text sim-

plification. Text simplification aims to transform

text into a variant that is easier to understand by a

broader range of people while retaining as much

of the original content as possible. A range of

approaches for text simplification have been pro-

posed ranging from lexical simplification (Shard-

low, 2014), where only words and phrases are

changed, to fully generative approaches that lever-

age models from machine translation (Coster and

Kauchak, 2011a; Wubben et al., 2012) and recent

sequential neural networks (Nisioi et al., 2017;

Zhang and Lapata, 2017; Nishihara et al., 2019).

Text simplification evaluation has been done with

two general approaches: human evaluation and au-

tomated metrics.

Human evaluation relies on annotators to judge

the quality of the simplifications on three dimen-

sions: fluency/grammaticality, how well the sen-

tence represents fluent, grammatical text; adequacy,

how well the content is preserved; and, simplic-

ity, how simple the text is (Woodsend and Lap-

ata, 2011). The first two metrics were adapted

from other text generation tasks (Knight and Marcu,

2002) with the addition of simplicity for text sim-

plification. When human evaluation is used, these

three metrics have been consistently employed. Hu-

man evaluations provide concrete analysis of texts

simplification systems along important dimensions,

however, human evaluation is costly and is not prac-

tical for development, tuning, and other real-time

uses. As such, text simplification has also relied on

automated metrics for evaluation.

Automatic evaluation of text simplification has

varied more across papers, though three metrics

are most commonly employed: BLEU, SARI, and

Flesch-Kincaid. BLEU (Papineni et al., 2001) com-

pares the n-gram overlap via precision of a system

simplification with a human reference simplifica-

tion and was borrowed from machine translation.

BLEU was the first metric suggested for text simpli-

fication that utilized reference simplifications (Zhu

et al., 2010), however, it focuses less on simplic-

ity and more on fluency and content preservation.

To counter this, SARI was proposed as an alter-

nate metric (Xu et al., 2016). SARI also compares
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against human references, but also utilizes the in-

put sentence allowing it to better capture addition

and deletion of information.

Finally, a third automated metric that has been

used to measure readability and fluency is Flesch-

Kincaid Grade Level (FKGL). FKGL was initially

proposed in the 1940s (Flesch, 1948) and since

then has been used extensively in the medical do-

main, though it has never been shown to affect ac-

tual comprehension (Shardlow, 2014; Kauchak and

Leroy, 2016). FKGL combines two text statistics

to calculate the score: the average number of syl-

lables per word and the average number of words

per sentence:

FKGL = 0.39
Nwords

Nsentences

+11.8
Nsyllables

Nwords

−15.59

(1)

In recent text simplification papers, both BLEU

and SARI are common evaluation metrics (Vu et al.,

2018; Guo et al., 2018; Scarton and Specia, 2018;

Qiang, 2018; Niklaus et al., 2019; Nishihara et al.,

2019). FKGL is not as popular as it was before

SARI was introduced, but it continues to be used

as an evaluation metric in recent papers (Xu et al.,

2016; Zhang and Lapata, 2017; Guo et al., 2018;

Qiang, 2018; Scarton and Specia, 2018; Nassar

et al., 2019; Nishihara et al., 2019).

In this paper, we argue that FKGL is not a proper

evaluation metric for text simplification and should

not be used to evaluate text simplification systems,

i.e., alongside other metrics like BLEU and SARI.

FKGL was one of the first metrics suggested for

text simplification (Zhu et al., 2010) and has been

used by many as an evaluation metric to compare

systems. However, FKGL was not originally de-

signed to evaluate system output (it was designed to

measure human output) and, because of its simplis-

tic nature, is very easy to game, either explicitly (as

we do in this paper) or implicitly by certain model

biases (e.g., text simplification algorithms that split

sentences will tend to have better FKGL scores).

Recent work has shown that systems with good

FKGL scores are not necessarily correlated with

high-quality simplifications (Martin et al., 2018;

Alva-Manchego et al., 2020), however, this is the

first in-depth analysis of the FKGL metric for eval-

uation and where specific system transformations

are analyzed.

To explore how FKGL can be manipulated, we

introduce six simple methods for modifying system

output and examine the impact these modifications

have on automated evaluation metrics. The modi-

fications could be made explicitly by a system in

an attempt to improve their score, or, more worri-

some, implicitly. In addition to the FKGL scores,

we also present and and discuss how BLEU and

SARI respond to the modifications. We show that

with some very minor modifications, FKGL can

be improved dramatically with minimal effect on

the other two evaluation metrics. We conclude

with some recommendations on how to incorporate

FKGL-like metrics into text simplification analysis.

2 History of Flesch-Kincaid

The earliest version of the Flesch-Kincaid readabil-

ity formula appears in Flesch’s doctoral dissertation

(Flesch, 1943) and calculated based on the the av-

erage number of words per sentence, the number

of affixes, and the number of references to peo-

ple. The formula was derived based on the McCall-

Crabbs Standard Test Lessons in Reading (McCall

and Crabbs, 1926), a standardized test given to

children in grades 3-7. The McCall-Crabbs tests

contains 376 passages with 8 reading comprehen-

sive questions per passage. Each lesson is labeled

with its difficulty as a grade level. Based on these

texts, Flesch developed the formula to predict the

grade of children in grades 3-7 who answered at

least 75% of the questions correctly about a given

passage. The original goal of the formula was to

help students track their progress.

Five years later, he published a new formula:

the Reading Ease Score (Flesch, 1948). He ad-

justed the original formula by recomputing the co-

efficients and replacing previous text measurements

with the ones used today, the average number of

syllables and the average sentences length. Like

the original study, this new formula was validated

with children and was based on the same criterion,

McCall-Crabbs Standard Test Lessons in Reading.

Flesch-Kincaid Grade Level is a variation of the

Reading Ease formula with readjusted weights and

is the formula that has been commonly used in

text simplification evaluation. The formula was

derived three decades later (Kincaid et al., 1975)

specifically to evaluate the readability of technical

materials for military personnel. 531 Navy per-

sonnel in four technical training schools at Navy

bases were tested for their reading comprehension

level according to the comprehension section of

the Gates-McGinitie reading test as well as their

comprehension of 18 passages from Rate Training
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Manuals. Despite the fact that this formula was

derived from Navy personnel, with military-based

material, and specifically for Navy use, it has been

broadly used in a range of settings to evaluate the

readability of text, for example, it is commonly

used to guide text generation by medical writers

in the medical domain and even Microsoft Word

includes both the Flesch Reading Ease and FKGL

scores (Shedlosky-Shoemaker et al., 2009).

We provide this background to raise some con-

cerns based on its origins for its application for text

simplification evaluation. The inputs of the formula

– sentence count, word count, and syllable count –

were decided based on a study in the 1940s where

modern text analysis tools were not available. Both

the Flesch Reading Ease and FKGL scores were

developed based on very specific corpora and very

targeted populations, children grades 3-7 in the

former case and Navy personnel in the latter case.

Most importantly, the text passages used to collect

data were always written by people and assumed to

be mostly free of errors in terms of writing. These

assumption cannot be made for text generated by

automated systems.

3 Modifying Text Simplification Output

One of the main drawbacks of the FKGL metric is

that the formula is based on fairly simplistic text

statistics. Because of this, it is straightforward to

manipulate the output of a text simplification to

artificially improve the FKGL score. We suggest

six approaches to modify the output of an automat-

ically simplified text that aim to manipulate these

statistics. We view the modifications as an explicit

post-processing step, however, many of them could

be incorporated into a text simplification system

either explicitly as a way to improve the score, or

implicitly as a side-effect of the algorithm used

(e.g., sentence splitting). Each approach suggested

modifies the output text on a sentence level. In the

analyses we consider the effect of applying each

approach to varying proportions of the sentences

output by the system.

random-period: Randomly insert a period into

the sentence. Adding a period to the sentence splits

the sentence into two sentences which reduces the

average number of words per sentence.

random-the: Randomly insert the word “the”

into the sentence. This adds a short and very com-

mon word to reduce the average syllable count per

word while minimizing the impact on the meaning.

replace-longest: Replace the longest word in the

sentence (by character count) with the word “the”.

Assuming that the number of characters in a word

positively correlates with the number of syllables,

replacing the longest word with “the” should re-

duce the average syllable count per word.

replace-rand-period: Replace a random word

with a period in the sentence. This is similar to

random-period, but additionally removes a random

word to reduce the number of words per sentence.

replace-rand-the: Replace a random word with

“the”: imitates random-the., but additionally re-

moves a random word to reduce the number of

words per sentence.

rand-period+ repl-longest: combine random-

period and replace-longest to magnify the effects

on FKGL.

4 Data

To understand the problems with FKGL, we ana-

lyzed the output from the five text simplification

systems examined by Zhang and Lapata (2017),

a number of which are state-of-the-art: PBMT-R

(Wubben et al., 2012), a phrase-based approach

based on statistical MT; Hybrid (Narayan and Gar-

dent, 2014), a model that combines sentence split-

ting and deletion with PBMT-R; EncDecA, a basic

neural encoder-decoder model with attention; and

two deep reinforcement learning models, Dress and

Dress-Ls (Zhang and Lapata, 2017).

There are two main corpora that are used to train

and evaluate text simplification systems: Wikipedia

(Zhu et al., 2010; Coster and Kauchak, 2011b),

which consists of automatically aligned sentences

between English Wikipedia and Simple English

Wikipedia, and Newsela (Xu et al., 2015), which

consists of news articles manually simplified at

varying levels of simplicity. We present the results

for the Newsela corpus since it involves explicit

human simplification and has been shown to be less

noisy than the Wikipedia corpus (Xu et al., 2015).

We also conducted the experimental analysis on the

Wikipedia corpus and saw similar results.

5 Experimental Analysis

We applied each of the modification techniques to

a varied percentage of output sentences, from 10%

to 100% in increments of 10%, for the five text sim-

plification systems. The sentences to be modified

were randomly selected from the system output.
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We calculated FKGL1 as well as BLEU (Papineni

et al., 2001) and SARI2 (Xu et al., 2016) to ob-

serve how the modifications affect other common

text simplification evaluation metrics. To account

for per-sentence variation and randomness in some

of the modification approaches, we repeated the

experiments 100 times and averaged the results.

5.1 Results

Figure 1 shows the trends of the effect that the mod-

ification approaches have on FKGL for Dress-Ls,

and Table 1 presents more detailed experimental re-

sults for the three best performing systems (Dress-

Ls, EncDecA, and Hybrid). The three methods

that involve sentence splitting result in aggressive

improvements in the FKGL score; replacing the

longest word shows some improvement; and the

other two approaches involving “the” have mini-

mal effect. In the most extreme case, rand-period+

repl-longest reduces the FKGL score to almost zero

when applied to all of the sentences. With simple

post-processing applied to the output, a text simpli-

fication approach can achieve an arbitrarily low

FKGL score.

Figures 2 and 3 show the effect that the modi-

fication approaches have on the BLEU and SARI

scores for Dress-Ls. There is virtually no effect

on the SARI scores by any of the modification

techniques and none of the approaches change the

score by more than 0.004, regardless of percentage

of sentences modified. BLEU, on the other hand,

does register some differences for the modified

output. rand-period+ repl-longest has the most

drastic effect and, in the most extreme case, for

Dress-Ls it reduces the BLEU score from 0.2374

to 0.1710 when it is applied to all sentences. The

other five modification techniques have more mi-

nor effects, e.g., random-period drops the score to

0.1953, when applied to all sentences.

Using multiple evaluation metrics partially mit-

igates the gameability of FKGL since BLEU is

affected. However, the effect on BLEU is signif-

icantly smaller than the effect on FKGL. While

the Dress-Ls system did originally have the high-

est BLEU and SARI scores, it did not have the

highest FKGL score. However, if we randomly in-

serted a period into just 10% of the sentences of the

Dress-Ls output, the FKGL score would improve

to 4.543, the BLEU score would drop slightly to

1https://github.com/mmautner/readability
2We used the implementation for BLEU and SARI from

the Joshua Simplification System.
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0.233 and there is no significant change in SARI

score. After the transformation, the system would

still be the best performing model with respect to

BLEU and SARI, but now it would also be the best

performing model with respect to FKGL. With a
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FKGL Dress-Ls EncDecA Hybrid

Approach 0% 10% 50% 100% 0% 10% 50% 100% 0% 10% 50% 100%

random-period

5.024

4.5426 2.6223 1.4154

5.757

5.2902 3.4309 1.9016

4.775

4.2706 2.6543 1.3512

random-the 5.0006 4.9095 5.1919 6.1273 6.0509 5.9596 4.7434 4.6204 4.8678

replace-longest 4.8837 4.3242 3.6244 5.6408 5.1763 4.5984 4.6108 3.9492 3.1241

replace-rand-period 4.5510 2.6494 1.4359 5.2959 3.4474 1.9173 4.2884 2.7283 1.4524

replace-rand-the 4.9915 4.8636 4.7003 5.8014 5.8058 5.8001 4.7282 4.5449 4.3104

rand-period+

repl-longest
4.4098 1.9831 0.1643 5.1806 2.8913 0.8477 4.1234 1.9268 -0.0665

BLEU Dress-Ls EncDecA Hybrid

Approach 0% 10% 50% 100% 0% 10% 50% 100% 0% 10% 50% 100%

random-period

0.237

0.2330 0.2158 0.1953

0.212

0.2086 0.1954 0.1794

0.108

0.1069 0.1004 0.0898

random-the 0.2334 0.2174 0.1985 0.2088 0.1963 0.1814 0.1071 0.1015 0.0919

replace-longest 0.2343 0.2215 0.2052 0.2097 0.2008 0.1895 0.1069 0.1016 0.0948

replace-rand-period 0.2336 0.2176 0.1977 0.2088 0.1965 0.1808 0.1063 0.0984 0.0883

replace-rand-the 0.2337 0.2184 0.1991 0.2088 0.1965 0.1808 0.1063 0.0984 0.0879

rand-period+

repl-longest
0.2306 0.2036 0.1710 0.2067 0.1871 0.1621 0.1059 0.0957 0.0806

SARI Dress-Ls EncDecA Hybrid

Approach 0% 10% 50% 100% 0% 10% 50% 100% 0% 10% 50% 100%

random-period

0.363

0.3626 0.3618 0.3608

0.360

0.3598 0.3593 0.3586

0.347

0.3470 0.3468 0.3465

random-the 0.3627 0.3621 0.3616 0.3599 0.3596 0.3593 0.3471 0.3471 0.3473

replace-longest 0.3627 0.3622 0.3618 0.3600 0.3598 0.3597 0.3471 0.3472 0.3474

replace-rand-period 0.3626 0.3614 0.3601 0.3598 0.3590 0.3579 0.3470 0.3466 0.3462

replace-rand-the 0.3626 0.3617 0.3607 0.3599 0.3593 0.3586 0.3470 0.3469 0.3468

rand-period+

repl-longest
0.3625 0.3614 0.3604 0.3598 0.3591 0.3587 0.3470 0.3471 0.3471

Table 1: Experimental results (FKGL, BLEU and SARI scores) for 10%, 50% and 100% of the sentences being

modified on three systems: Dress-Ls, EncDecA and Hybrid.

simple modification to the system output, the best

performing model could be changed with respect

to FKGL without affecting the other two metrics

significantly.

For the sake of brevity, we only include detailed

experimental analysis of the output of Dress-Ls,

however, the results were similar across all sys-

tems3. To provide some additional examples, Ta-

ble 1 shows the FKGL, BLEU, and SARI scores

for Dress-Ls, EncDecA, and Hybrid where 10%,

50%, and 100% of the sentences were modified.

We chose EncDecA and Hybrid as additional sys-

tems to include since they performed well on at

least one of the automated metrics and represent

fairly different approaches to the text simplification

problem. The trends seen for Dress-Ls are also

seen with the other two systems: FKGL can be

aggressively improved, BLEU is slightly impacted,

and SARI is not affected. Regardless of the type

of system, because of the simplicity of FKGL, the

results can be arbitrarily improved.

3Complete experimental results are included in the ap-
pendix.

5.2 Understanding BLEU and SARI

Although the focus of this paper was on FKGL,

we also analyzed BLEU and SARI further to un-

derstand why the modification approaches affected

those metrics. The BLEU score is calculated as

the average of the n-gram precisions of size 1 to

4, where precision is the proportion of n-grams in

the system output that are found in the correspond-

ing reference simplification. The SARI score is

an average of F1 scores based on three operations

relative to the reference text: added n-grams, kept

n-grams, and deleted n-grams.

Table 2 shows each of the individual component

calculations for the Dress-Ls system when the six

modifications are applied to 100% of the sentences.

Since the approaches rely on randomization, the

results shown are an average of 100 trials. For con-

ciseness, we only include the results for Dress-Ls,

though all systems showed very similar trends. Full

results, including 2-gram and 3-gram F1 and preci-

sion scores for SARI, for all systems are provided

in the appendix.

For BLEU, all levels of precision drop for all

three modification approaches. The 1-gram pre-

cision is the least affected, while larger n-gram
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Percent

Modified
0 100

Approach none random-

period

random-the replace-

longest

replace-rand-

period

replace-rand-

the

rand-period+

repl-longest

BLEU

1-gram 0.4590 0.4300 0.4394 0.4468 0.4340 0.4428 0.4186

2-gram 0.2638 0.2289 0.2301 0.2339 0.2289 0.2276 0.2026

3-gram 0.1896 0.1496 0.1509 0.1581 0.1511 0.1497 0.1249

4-gram 0.1384 0.0997 0.1003 0.1074 0.1016 0.1003 0.0763

SARI

1-gram

Add F1 0.0382 0.0382 0.0518 0.0505 0.0371 0.0504 0.0505

Keep F1 0.1181 0.1181 0.1169 0.1181 0.1186 0.1174 0.1181

Delete P 0.9740 0.9740 0.9741 0.9722 0.9718 0.9717 0.9722

4-gram

Add F1 0.0189 0.0155 0.0145 0.0150 0.0154 0.0143 0.0112

Keep F1 0.0450 0.0446 0.0450 0.0463 0.0448 0.0447 0.0455

Delete P 0.9885 0.9876 0.9879 0.9878 0.9874 0.9874 0.9869

Table 2: Breakdown of the components making up BLEU and SARI scores for the original Dress-Ls output and

the modified texts.

precisions show increasingly larger effects. This

intuitively makes sense since randomly insert-

ing/replacing a word in an originally correct se-

quence of words should affect multiple n-grams

of larger size. None of the decreases are large in

magnitude, but they are all in the same direction

and contribute to the slight drop in BLEU scores.

For SARI, at the 1-gram level, the Add F1 score

actually improves for both random-the and replace-

longest since they add a common word (“the”) that

has a high likelihood of matching with a word in

the reference simplification. However, for longer n-

grams the Add F1 score drops for similar reasons to

the BLEU score precisions drop. Besides the Add

F1 score, however, the other scores remain virtually

unchanged. In aggregate, the Add effect tends to

balance out between increases in smaller n-grams

and decreases in larger n-grams and because the

other components do not change much, the overall

SARI score remains unaffected.

The effects of the modifications on BLEU and

SARI are minimal, especially compared to the ef-

fects on FKGL. While this helps illustrate how a

manipulation of FKGL could be done, it does not

necessarily imply that BLEU and SARI are suffi-

ciently reliable. Even though both metrics are rela-

tively resilient against our modification approaches,

these approaches were designed specifically to ma-

nipulate the FKGL score and, thus, do not serve as

evidence against the concerns that have been raised

about their robustness (Callison-Burch et al., 2006;

Sulem et al., 2018).

System Average length Average syllables % split

Original 23.08 1.346 0

Reference 12.741 1.263 1.857

Dress-Ls 14.392 1.284 1.207

EncDecA 16.986 1.280 0.557

Hybrid 12.382 1.329 0.000

Dress 14.222 1.276 1.207

PBMT-R 22.933 1.304 1.300

Table 3: Post-hoc statistics for original and reference

data from the test corpus and five system outputs.

6 A Better Approach

FKGL should not be used as an evaluation metric.

Instead, it can be used for post-hoc analysis to un-

derstand the behavior of the systems. Even better,

rather than reporting the FKGL score, which can

be affected by multiple types of changes in the sys-

tem, papers can report the individual components

of FGKL, i.e., the average sentence length and the

average number of syllables. This demystifies the

readability score and provides concrete information

about the types of changes that are being made by

the systems. A comparative analysis of 30 metrics

showed that these features are better correlated with

human judgement than FKGL (Martin et al., 2018),

and some recent papers have reported the average

sentence length statistic already (Kriz et al., 2019;

Kumar et al., 2020; Maddela et al., 2021). These

two metrics can be supplemented with other corpus

statistics that also help understand what changes

the systems are making, e.g., the proportion of sen-

tences that are split.

Table 3 shows these three statistics for the five
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text simplification approaches. These statistics al-

low for a concrete analysis of what the different

approaches are doing. All the models reduce the

sentence length, except for PBMT-R. Hybrid is the

most aggressive at creating short sentences, though

it does not do any sentence splitting, so it accom-

plishes this through deletion, which may explain

the low BLEU score. All of the models are select-

ing words with less syllables, except for Hybrid.

Finally, all models except Hybrid are doing sen-

tence splitting, with the EncDecA doing the least

splitting. These statistics paint a much more vivid

picture of what the different approach are doing

than a single readability score.

7 Conclusions

In this paper, we have provided an experimental

analysis of the FKGL score on state-of-the-art text

simplification systems. We find that very basic post-

processing techniques can drastically improve the

FKGL score of a system with negligible effects on

two other metrics, BLEU and SARI. Based on these

findings, we argue that FKGL should no longer

be used as a text simplification evaluation metric.

Instead, the components of FKGL and other related

statistics should be used to help understand what

different systems are doing. If this analysis is not

compelling enough and FKGL continues to be used,

then we propose concrete methods for improving

FKGL, with minimal work and only minor effects

on the other automated metrics.
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Appendix

A Experimental Results for All Systems

Tables 4-8 show the complete FKGL, BLEU and

SARI scores for the modified outputs of all five

systems: Dress-Ls, EncDecA, Hybrid, Dress and

PBMT-R.

B BLEU n-gram Score Breakdown

Table 9 shows the precision scores for the individ-

ual n-grams (1-4) of the unmodified system output

and output with all sentences modified (100%) for

each of the six modification approaches on outputs

of all five systems.

C SARI n-gram Score Breakdown

Table 10 shows the SARI component scores for the

unmodified system output and with all sentences

modified (100%) for each of the six modification

approaches on all five systems.

Dress-Ls

Approach/

% modified
10 20 30 40 50 60 70 80 90 100

FKGL

random-period 4.5426 4.0609 3.5802 3.1014 2.6223 2.5358 2.0595 1.9742 1.7763 1.4154

random-the 5.0006 4.9772 4.9543 4.9319 4.9095 4.8870 5.2557 5.2346 5.2130 5.1919

replace-longest 4.8837 4.7464 4.6050 4.4644 4.3242 4.1857 4.0442 3.9038 3.7647 3.6244

replace-rand-period 4.5510 4.0765 3.6007 3.1251 2.6494 2.5670 2.0910 2.0005 1.5256 1.4359

replace-rand-the 4.9915 4.9607 4.9259 4.8955 4.8636 4.8288 4.7985 4.7638 4.7324 4.7003

random-period

+replace-longest
4.4098 3.8000 3.1911 2.5864 1.9831 1.7665 1.1681 0.9604 0.3671 0.1643

SARI

random-period 0.3626 0.3624 0.3622 0.3619 0.3618 0.3616 0.3613 0.3612 0.3610 0.3608

random-the 0.3627 0.3626 0.3624 0.3623 0.3621 0.3620 0.3619 0.3618 0.3617 0.3616

replace-longest 0.3627 0.3626 0.3625 0.3623 0.3622 0.3622 0.3620 0.3620 0.3619 0.3618

replace-rand-period 0.3626 0.3623 0.3620 0.3617 0.3614 0.3612 0.3609 0.3606 0.3604 0.3601

replace-rand-the 0.3626 0.3624 0.3622 0.3619 0.3617 0.3615 0.3612 0.3611 0.3609 0.3607

random-period

+replace-longest
0.3625 0.3622 0.3619 0.3617 0.3614 0.3612 0.3609 0.3608 0.3606 0.3604

BLEU

random-period 0.2330 0.2287 0.2243 0.2200 0.2158 0.2119 0.2075 0.2033 0.1994 0.1953

random-the 0.2334 0.2293 0.2253 0.2216 0.2174 0.2136 0.2097 0.2059 0.2022 0.1985

replace-longest 0.2343 0.2312 0.2281 0.2247 0.2215 0.2184 0.2151 0.2120 0.2086 0.2052

replace-rand-period 0.2336 0.2297 0.2258 0.2218 0.2176 0.2138 0.2099 0.2057 0.2017 0.1977

replace-rand-the 0.2337 0.2300 0.2261 0.2224 0.2184 0.2148 0.2104 0.2068 0.2032 0.1991

random-period

+replace-longest
0.2306 0.2237 0.2170 0.2104 0.2036 0.1972 0.1903 0.1843 0.1775 0.1710

Table 4: Metric scores of 10-100% modified outputs of Dress-LS
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EncDecA

Approach/

% modified
10 20 30 40 50 60 70 80 90 100

FKGL

random-period 5.2905 4.8237 4.3576 3.8938 3.4304 2.9668 2.8942 2.4334 2.3618 1.9012

random-the 6.1272 6.1077 6.0884 6.0696 6.0507 6.0319 6.0138 5.9956 5.9777 5.9600

replace-longest 5.6413 5.5258 5.4092 5.2943 5.1792 5.0623 4.9459 4.8306 4.7143 4.5984

replace-rand-period 5.2958 4.8351 4.3718 3.9104 3.4496 2.9878 2.9127 2.4525 2.3804 1.9200

replace-rand-the 5.8045 5.8418 5.7950 5.7942 5.8163 5.8146 5.8060 5.7801 5.7838 5.7498

random-period

+replace-longest
5.1811 4.6057 4.0323 3.4621 2.8906 2.3232 2.1496 1.5827 1.4098 0.8463

SARI

random-period 0.3598 0.3597 0.3595 0.3594 0.3592 0.3591 0.3590 0.3588 0.3587 0.3586

random-the 0.3599 0.3598 0.3597 0.3596 0.3596 0.3595 0.3595 0.3594 0.3593 0.3593

replace-longest 0.3600 0.3599 0.3599 0.3598 0.3598 0.3597 0.3598 0.3597 0.3597 0.3597

replace-rand-period 0.3598 0.3596 0.3593 0.3591 0.3590 0.3587 0.3585 0.3583 0.3582 0.3580

replace-rand-the 0.3599 0.3597 0.3596 0.3594 0.3593 0.3591 0.3589 0.3588 0.3587 0.3585

random-period

+replace-longest
0.3598 0.3597 0.3595 0.3593 0.3592 0.3590 0.3590 0.3589 0.3588 0.3587

BLEU

random-period 0.2085 0.2052 0.2019 0.1987 0.1954 0.1921 0.1891 0.1858 0.1827 0.1796

random-the 0.2087 0.2056 0.2024 0.1994 0.1964 0.1935 0.1905 0.1875 0.1844 0.1815

replace-longest 0.2098 0.2075 0.2053 0.2031 0.2007 0.1986 0.1964 0.1941 0.1918 0.1895

replace-rand-period 0.2088 0.2058 0.2025 0.1994 0.1966 0.1932 0.1903 0.1871 0.1841 0.1808

replace-rand-the 0.2089 0.2057 0.2027 0.1995 0.1965 0.1933 0.1900 0.1870 0.1837 0.1805

random-period

+replace-longest
0.2068 0.2019 0.1967 0.1917 0.1869 0.1817 0.1768 0.1721 0.1670 0.1621

Table 5: Metric scores of 10-100% modified outputs of EncDecA

Hybrid

Approach/

% modified
10 20 30 40 50 60 70 80 90 100

FKGL

random-period 4.2706 3.7659 3.2634 3.1522 2.6543 2.5450 2.0501 1.9458 1.4523 1.3512

random-the 4.7434 4.7118 4.6808 4.6503 4.6204 4.5907 4.9520 4.9236 4.8950 4.8678

replace-longest 4.6108 4.4474 4.2792 4.1167 3.9492 3.7866 3.6211 3.4546 3.2903 3.1241

replace-rand-period 4.2884 3.7986 3.3114 3.2161 2.7283 2.5598 2.1379 2.0364 1.5465 1.4524

replace-rand-the 4.7282 4.6833 4.6363 4.5903 4.5449 4.4997 4.4539 4.4070 4.3613 4.3104

random-period

+replace-longest
4.1234 3.4704 2.8198 2.5699 1.9268 1.6807 1.0422 0.7992 0.1686 -0.0665

SARI

random-period 0.3470 0.3469 0.3469 0.3468 0.3468 0.3467 0.3467 0.3466 0.3466 0.3465

random-the 0.3471 0.3471 0.3471 0.3471 0.3471 0.3472 0.3472 0.3472 0.3472 0.3473

replace-longest 0.3471 0.3471 0.3472 0.3472 0.3472 0.3473 0.3473 0.3473 0.3474 0.3474

replace-rand-period 0.3470 0.3469 0.3468 0.3467 0.3466 0.3466 0.3465 0.3464 0.3463 0.3462

replace-rand-the 0.3470 0.3470 0.3470 0.3470 0.3469 0.3469 0.3469 0.3469 0.3468 0.3468

random-period

+replace-longest
0.3470 0.3470 0.3471 0.3471 0.3471 0.3471 0.3471 0.3471 0.3471 0.3471

BLEU

random-period 0.1069 0.1054 0.1042 0.1026 0.1004 0.0981 0.0959 0.0939 0.0917 0.0898

random-the 0.1071 0.1059 0.1047 0.1033 0.1015 0.0994 0.0975 0.0956 0.0938 0.0919

replace-longest 0.1069 0.1055 0.1043 0.1028 0.1016 0.1002 0.0989 0.0975 0.0962 0.0948

replace-rand-period 0.1063 0.1043 0.1025 0.1006 0.0984 0.0965 0.0944 0.0926 0.0904 0.0883

replace-rand-the 0.1063 0.1042 0.1022 0.1004 0.0984 0.0962 0.0941 0.0921 0.0898 0.0879

random-period

+replace-longest
0.1059 0.1036 0.1012 0.0986 0.0957 0.0924 0.0895 0.0866 0.0836 0.0806

Table 6: Metric scores of 10-100% modified outputs of Hybrid
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Dress

Approach/

% modified
10 20 30 40 50 60 70 80 90 100

FKGL

random-period 4.4416 3.9367 3.4778 2.9987 2.5223 2.4322 1.9566 1.8709 1.3976 1.3138

random-the 4.9011 4.8782 4.8557 4.8336 4.8115 4.7899 4.7686 5.1378 5.1166 5.0966

replace-longest 4.7838 4.6432 4.5021 4.3628 4.2182 4.0781 3.9378 3.7971 3.6582 3.5147

replace-rand-period 4.3679 3.7817 3.4981 3.0221 2.5450 2.4596 1.9872 1.8958 1.4210 1.3311

replace-rand-the 4.8922 4.8580 4.8276 4.7936 4.7614 4.7301 4.6980 4.6648 4.6344 4.5964

random-period

+replace-longest
4.3096 3.3390 3.0860 2.4810 1.8723 1.6601 1.0603 0.8498 0.2588 0.0536

SARI

random-period 0.3621 0.3618 0.3616 0.3614 0.3612 0.3610 0.3608 0.3607 0.3605 0.3603

random-the 0.3622 0.3620 0.3619 0.3617 0.3616 0.3615 0.3614 0.3613 0.3612 0.3611

replace-longest 0.3622 0.3621 0.3620 0.3620 0.3619 0.3618 0.3618 0.3617 0.3617 0.3617

replace-rand-period 0.3620 0.3617 0.3614 0.3612 0.3609 0.3607 0.3605 0.3601 0.3599 0.3597

replace-rand-the 0.3621 0.3619 0.3617 0.3615 0.3613 0.3612 0.3609 0.3608 0.3607 0.3605

random-period

+replace-longest
0.3620 0.3618 0.3615 0.3613 0.3612 0.3609 0.3608 0.3606 0.3604 0.3603

BLEU

random-period 0.2230 0.2187 0.2145 0.2104 0.2062 0.2021 0.1979 0.1941 0.1902 0.1864

random-the 0.2233 0.2193 0.2156 0.2116 0.2078 0.2041 0.2005 0.1969 0.1931 0.1895

replace-longest 0.2243 0.2214 0.2183 0.2156 0.2124 0.2095 0.2066 0.2034 0.2004 0.1974

replace-rand-period 0.2234 0.2196 0.2156 0.2121 0.2080 0.2041 0.2005 0.1964 0.1925 0.1889

replace-rand-the 0.2234 0.2198 0.2158 0.2120 0.2080 0.2043 0.2003 0.1964 0.1926 0.1886

random-period

+replace-longest
0.2208 0.2142 0.2078 0.2015 0.1954 0.1887 0.1826 0.1761 0.1700 0.1638

Table 7: Metric scores of 10-100% modified outputs of Dress

PBMT-R

Approach/

% modified
10 20 30 40 50 60 70 80 90 100

FKGL

random-period 7.5360 7.0897 6.2541 5.8091 5.3639 4.9187 4.4746 4.4210 3.9773 3.5354

random-the 8.7462 8.7303 8.7147 8.6992 8.6838 8.6684 8.6535 8.6384 8.6233 8.6087

replace-longest 8.2773 8.1807 8.0855 7.9908 7.8946 7.7988 7.7028 7.6075 7.5115 7.4150

replace-rand-period 7.6177 7.0975 6.2632 5.8203 5.3775 4.9330 4.4944 4.3366 3.9970 3.5487

replace-rand-the 8.3526 8.3343 8.3227 8.3330 8.3251 8.2865 8.3119 8.3015 8.3143 8.3201

random-period

+replace-longest
7.4441 6.9062 5.9773 5.4449 4.9073 4.3749 3.8442 3.7010 3.1695 2.6411

SARI

random-period 0.3568 0.3566 0.3565 0.3563 0.3562 0.3560 0.3559 0.3557 0.3556 0.3555

random-the 0.3568 0.3568 0.3567 0.3566 0.3565 0.3565 0.3564 0.3564 0.3563 0.3562

replace-longest 0.3568 0.3566 0.3564 0.3563 0.3562 0.3560 0.3559 0.3558 0.3557 0.3556

replace-rand-period 0.3566 0.3564 0.3561 0.3559 0.3556 0.3554 0.3553 0.3550 0.3548 0.3546

replace-rand-the 0.3567 0.3565 0.3564 0.3561 0.3560 0.3558 0.3557 0.3555 0.3554 0.3553

random-period

+replace-longest
0.3566 0.3564 0.3561 0.3558 0.3556 0.3554 0.3552 0.3549 0.3549 0.3546

BLEU

random-period 0.1751 0.1730 0.1709 0.1689 0.1668 0.1647 0.1628 0.1608 0.1588 0.1567

random-the 0.1752 0.1732 0.1711 0.1692 0.1674 0.1655 0.1637 0.1617 0.1598 0.1580

replace-longest 0.1754 0.1736 0.1718 0.1700 0.1682 0.1664 0.1647 0.1628 0.1611 0.1592

replace-rand-period 0.1751 0.1732 0.1710 0.1691 0.1670 0.1650 0.1631 0.1610 0.1590 0.1571

replace-rand-the 0.1752 0.1732 0.1713 0.1691 0.1673 0.1651 0.1632 0.1611 0.1590 0.1571

random-period

+replace-longest
0.1736 0.1701 0.1664 0.1628 0.1593 0.1559 0.1523 0.1487 0.1454 0.1418

Table 8: Metric scores of 10-100% modified outputs of PBMT-R
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Percent Modified 0 100

Approach random-

period

random-

the

replace-

longest

replace-

rand-

period

replace-

rand-the

random-

period

+replace-

longest

Dress-Ls

1-gram 0.4590 0.4300 0.4394 0.4468 0.4340 0.4428 0.4186

2-gram 0.2638 0.2289 0.2301 0.2339 0.2289 0.2276 0.2026

3-gram 0.1896 0.1496 0.1509 0.1581 0.1511 0.1497 0.1249

4-gram 0.1384 0.0997 0.1003 0.1074 0.1016 0.1003 0.0763

EncDecA

1-gram 0.4156 0.4300 0.4394 0.4468 0.4340 0.4428 0.4186

2-gram 0.2373 0.2281 0.2300 0.2339 0.2291 0.2275 0.2037

3-gram 0.1686 0.1495 0.1518 0.1581 0.1516 0.1501 0.1265

4-gram 0.1212 0.0990 0.1014 0.1074 0.1019 0.1005 0.0787

Hybrid

1-gram 0.3708 0.4300 0.4394 0.4468 0.4339 0.4432 0.4186

2-gram 0.1328 0.2281 0.2298 0.2339 0.2286 0.2275 0.2038

3-gram 0.0710 0.1494 0.1517 0.1581 0.1509 0.1501 0.1268

4-gram 0.0442 0.0991 0.1015 0.1074 0.1012 0.1007 0.0794

Dress

1-gram 0.4517 0.4300 0.4394 0.4468 0.4336 0.4432 0.4186

2-gram 0.2537 0.2282 0.2299 0.2339 0.2286 0.2281 0.2038

3-gram 0.1800 0.1499 0.1516 0.1581 0.1507 0.1500 0.1266

4-gram 0.1292 0.0998 0.1016 0.1074 0.1010 0.1005 0.0790

PBMT-R

1-gram 0.3577 0.4300 0.4394 0.4468 0.4340 0.4428 0.4186

2-gram 0.2020 0.2280 0.2299 0.2339 0.2289 0.2274 0.2039

3-gram 0.1392 0.1492 0.1518 0.1581 0.1514 0.1500 0.1270

4-gram 0.0979 0.0990 0.1014 0.1074 0.1016 0.1008 0.0796

Table 9: BLEU score breakdown (1-, 2-, 3- and 4-gram scores) for all combination of systems and modification

approaches
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Percent Modified 0 100

Approach random-

period

random-

the

replace-

longest

replace-

rand-

period

replace-

rand-

the

random-

period

+replace-

longest

Dress-Ls

1-gram

Add F1 0.0382 0.0382 0.0518 0.0505 0.0371 0.0504 0.0505

Keep F1 0.1181 0.1181 0.1169 0.1181 0.1186 0.1174 0.1181

Delete P 0.9740 0.9740 0.9741 0.9722 0.9718 0.9717 0.9722

2-gram

Add F1 0.0370 0.0345 0.0322 0.0319 0.0323 0.0311 0.0285

Keep F1 0.0742 0.0739 0.0740 0.0751 0.0736 0.0735 0.0746

Delete P 0.9805 0.9798 0.9800 0.9794 0.9788 0.9787 0.9784

3-gram

Add F1 0.0263 0.0229 0.0215 0.0215 0.0221 0.0211 0.0173

Keep F1 0.0573 0.0570 0.0573 0.0588 0.0569 0.0569 0.0582

Delete P 0.9850 0.9841 0.9844 0.9843 0.9837 0.9836 0.9832

4-gram

Add F1 0.0189 0.0155 0.0145 0.0150 0.0154 0.0143 0.0112

Keep F1 0.0450 0.0446 0.0450 0.0463 0.0448 0.0447 0.0455

Delete P 0.9885 0.9876 0.9879 0.9878 0.9874 0.9874 0.9869

EncDecA

1-gram

Add F1 0.0382 0.0382 0.0518 0.0505 0.0372 0.0511 0.0505

Keep F1 0.1181 0.1181 0.1169 0.1181 0.1188 0.1174 0.1181

Delete P 0.9740 0.9740 0.9741 0.9722 0.9719 0.9718 0.9722

2-gram

Add F1 0.0387 0.0343 0.0317 0.0319 0.0333 0.0316 0.0289

Keep F1 0.0744 0.0738 0.0739 0.0751 0.0736 0.0736 0.0748

Delete P 0.9812 0.9798 0.9800 0.9794 0.9788 0.9788 0.9785

3-gram

Add F1 0.0293 0.0228 0.0217 0.0215 0.0223 0.0215 0.0174

Keep F1 0.0576 0.0570 0.0571 0.0588 0.0570 0.0568 0.0586

Delete P 0.9859 0.9841 0.9843 0.9843 0.9837 0.9836 0.9833

4-gram

Add F1 0.0219 0.0154 0.0148 0.0150 0.0150 0.0147 0.0113

Keep F1 0.0454 0.0449 0.0450 0.0463 0.0448 0.0448 0.0459

Delete P 0.9893 0.9877 0.9879 0.9878 0.9874 0.9874 0.9870

Hybrid

1-gram

Add F1 0.0382 0.0382 0.0518 0.0505 0.0365 0.0511 0.0505

Keep F1 0.1181 0.1181 0.1169 0.1181 0.1186 0.1174 0.1181

Delete P 0.9740 0.9740 0.9741 0.9722 0.9718 0.9717 0.9722

2-gram

Add F1 0.0387 0.0339 0.0319 0.0319 0.0324 0.0312 0.0286

Keep F1 0.0744 0.0739 0.0740 0.0751 0.0732 0.0734 0.0744

Delete P 0.9812 0.9798 0.9800 0.9794 0.9787 0.9787 0.9784

3-gram

Add F1 0.0293 0.0225 0.0215 0.0215 0.0215 0.0210 0.0177

Keep F1 0.0576 0.0571 0.0571 0.0588 0.0563 0.0567 0.0579

Delete P 0.9859 0.9841 0.9843 0.9843 0.9835 0.9836 0.9832

4-gram

Add F1 0.0219 0.0153 0.0145 0.0150 0.0144 0.0142 0.0116

Keep F1 0.0454 0.0451 0.0449 0.0463 0.0440 0.0446 0.0452

Delete P 0.9893 0.9877 0.9879 0.9878 0.9873 0.9874 0.9869
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Percent Modified 0 100

Approach random-

period

random-

the

replace-

longest

replace-

rand-

period

replace-

rand-

the

random-

period

+replace-

longest

Dress

1-gram

Add F1 0.0382 0.0382 0.0518 0.0505 0.0369 0.0511 0.0505

Keep F1 0.1181 0.1181 0.1169 0.1181 0.1187 0.1174 0.1181

Delete P 0.9740 0.9740 0.9741 0.9722 0.9718 0.9717 0.9722

2-gram

Add F1 0.0387 0.0340 0.0324 0.0319 0.0324 0.0317 0.0287

Keep F1 0.0744 0.0738 0.0739 0.0751 0.0735 0.0735 0.0745

Delete P 0.9812 0.9797 0.9800 0.9794 0.9788 0.9787 0.9784

3-gram

Add F1 0.0293 0.0224 0.0215 0.0215 0.0218 0.0216 0.0173

Keep F1 0.0576 0.0568 0.0571 0.0588 0.0567 0.0568 0.0579

Delete P 0.9859 0.9841 0.9843 0.9843 0.9836 0.9836 0.9832

4-gram

Add F1 0.0219 0.0151 0.0147 0.0150 0.0146 0.0147 0.0113

Keep F1 0.0454 0.0446 0.0450 0.0463 0.0445 0.0445 0.0452

Delete P 0.9893 0.9876 0.9878 0.9878 0.9874 0.9873 0.9869

PBMT-R

1-gram

Add F1 0.0382 0.0382 0.0518 0.0505 0.0368 0.0509 0.0505

Keep F1 0.1181 0.1181 0.1169 0.1181 0.1187 0.1172 0.1181

Delete P 0.9740 0.9740 0.9741 0.9722 0.9718 0.9716 0.9722

2-gram

Add F1 0.0387 0.0337 0.0320 0.0319 0.0327 0.0311 0.0288

Keep F1 0.0744 0.0739 0.0740 0.0751 0.0736 0.0731 0.0746

Delete P 0.9812 0.9798 0.9800 0.9794 0.9788 0.9786 0.9784

3-gram

Add F1 0.0293 0.0223 0.0216 0.0215 0.0220 0.0207 0.0177

Keep F1 0.0576 0.0571 0.0572 0.0588 0.0568 0.0564 0.0581

Delete P 0.9859 0.9842 0.9843 0.9843 0.9837 0.9835 0.9832

4-gram

Add F1 0.0219 0.0148 0.0145 0.0150 0.0151 0.0137 0.0116

Keep F1 0.0454 0.0447 0.0449 0.0463 0.0447 0.0442 0.0454

Delete P 0.9893 0.9877 0.9878 0.9878 0.9874 0.9873 0.9869

Table 10: SARI score breakdown (F1 and precision scores used in the score calculation for 1-, 2-, 3- and 4-gram)

for all combination of systems and modification approaches (long table spanning two pages)


