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Abstract

We observe an instance of gender-induced
bias in a downstream application, despite
the absence of explicit gender words in the
test cases. We provide a test set, SoWino-
Bias, for the purpose of measuring such la-
tent gender bias in coreference resolution
systems. We evaluate the performance of
current debiasing methods on the SoWino-
Bias test set, especially in reference to the
method’s design and altered embedding space
properties. See https://github.com/hillary-
dawkins/SoWinoBias.

1 Introduction

Explicit (or first-order) gender bias was observed
in coreference resolution systems by Zhao et al.
(2018a), by considering contrasting cases:

1. The doctor hired the secretary because he was

overwhelmed. [he — doctor]

. The doctor hired the secretary because she
was overwhelmed. [she — doctor]

. The doctor hired the secretary because she
was highly qualified. [she — secretary]

. The doctor hired the secretary because he was
highly qualified. [he — secretary]

Sentences 1 and 3 are pro-stereotypical examples
because gender words align with a socially-held
stereotype regarding the occupations. Sentences
2 and 4 are anti-stereotypical because the correct
coreference resolution contradicts a stereotype. It
was observed that systems performed better on pro
cases than anti cases, and the WinoBias test set was
developed to quantify this disparity.

Here we make a new observation of gender-
induced (or second-order) bias in coreference reso-
lution systems, and provide the corresponding test
set SoWinoBias. Consider cases:
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1. The doctor liked the nurse because they were
beautiful. [they — nurse]

2. The nurse dazzled the doctor because they
were beautiful. [they — nurse]

3. The nurse admired the doctor because they
were beautiful. [they — doctor]

The examples do not contain any explicit gender
cues at all, and yet we can observe that sentences 1
and 2 align with a gender-induced social stereotype,
while sentence 3 opposes the stereotype. The in-
duction occurs because “nurse” is a female-coded
occupation (Bolukbasi et al., 2016; Zhao et al.,
2018b), and women are also more likely to be de-
scribed based on physical appearance (Hoyle et al.,
2019; Williams and Bennett, 1975). A coreference
resolution system is gender-biased if correct pre-
dictions on sentences like 1 and 2 are more likely
than on sentence 3.

The difference between first-order and second-
order gender bias in a downstream application is
especially interesting given current trends in debias-
ing static word embeddings. Early methods (Boluk-
basi et al., 2016; Zhao et al., 2018b) focused on
eliminating direct bias from the embedding space,
quantified as associations between gender-neutral
words and an explicit gender vocabulary. In re-
sponse to an influential critique paper by Gonen
and Goldberg (2019), the current trend is to focus
on eliminating indirect bias from the embedding
space, quantified either by gender-induced prox-
imity among embeddings (Kumar et al., 2020) or
by residual gender cues that could be learned by a
classifier (Ravfogel et al., 2020; Davis et al., 2020).

Indirect bias in the embedding space was viewed
as an undesirable property a priori, but we do not
yet have a good understanding of the effect on
downstream applications. Here we test debiasing
methods from both camps on SoWinoBias, and
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make a series of observations on sufficient and nec-
essary conditions for mitigating the latent gender-
biased coreference resolution.

Additionally, we consider the case that our coref-
erence resolution model employs both static and
contextual word embeddings, but debiasing meth-
ods are applied to the static word embeddings only.
Post-processing debiasing techniques applied to
static word embeddings are computationally inex-
pensive, easy to concatenate, and have a longer de-
velopment history. However contemporary models
for downstream applications are likely to use some
form of contextual embeddings as well. Therefore
we might wonder whether previous work in debi-
asing static word embeddings remains relevant in
this setting. The WinoBias test set for instance
was developed and tested using the “end-to-end”
coreference resolution model (Lee et al., 2017), a
state-of-the-art model at that time using only static
word embeddings. Subsequent debiasing schemes
reported results on WinoBias using the same model,
just plugging in different debiased embeddings, for
the sake of fair comparison. However this is be-
coming increasingly outdated given the progress in
coreference resolution systems. A contribution of
this work is to report WinoBias results for previous
debiasing techniques using a more updated model,
one that makes use of unaltered contextual embed-
dings in addition to the debiased static embeddings.

The remainder of the paper is organized as fol-
lows: In section 2, we further define the type of bias
being measured by the SoWinoBias test set and dis-
cuss some limitations. In section 3, we review the
4 word embedding debiasing methods that we will
analyze, in the context of how each method aims
to alter the word embedding space. In section 4,
we provide details of the experimental setup and re-
port results on both coreference resolution test sets,
the original WinoBias and the newly constructed
SoWinoBias. In section 5, we discuss the results
with respect to the geometric properties of the al-
tered embedding spaces. In particular, we review
whether mitigation of intrinsic measures of bias
on the embedding space, quantified as direct bias
and indirect bias by various definitions, are related
to mitigation of the latent bias in a downstream
application.

2 Bias Statement

Within the scope of this paper, bias is defined and
quantified as the difference in performance of a
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coreference resolution system on test cases align-
ing with a socially-held stereotype vs. test cases op-
posing a socially-held stereotype. We observe that
gender-biased systems perform significantly bet-
ter in pro-stereotypical situations. Such difference
in performance creates representational harm by
implying (for example) that occupations typically
associated with one gender cannot have attributes
typically associated with another.

Throughout this paper, the term “second-order”
is used interchangeably with “latent”. Character-
izing the observed bias as “second-order” follows
from the observation of a gender-induced bias in
the absence of gender-definitional vocabulary, rest-
ing on the definition of “they” as a gender-neutral
pronoun.

Therefore, a limitation in the test set construction
is the possible semantic overloading of “they”. As
discussed, the intention throughout this paper is
to use the singular “they” as a pronoun that does
not carry any gender information (and could refer
to someone of any gender). However, different
contexts may choose to treat “they” exclusively as
a non-binary gender pronoun.

The gender stereotypes used throughout this pa-
per are sourced from peer-reviewed academic jour-
nals written in English, which draw from the US
Labor Force Statistics, as well as US-based crowd
workers. Therefore a limitation may be that stereo-
types used here are not common to all languages or
cultures.

3 Debiasing methods

3.1 Neutralization of static word embeddings

3.1.1 Methods addressing direct bias

The first attempts to debias word embeddings fo-
cused on the mitigation of direct bias (Bolukbasi
et al., 2016). The definition of direct bias assumes
the presence of a “gender direction” g, a subspace
that mostly encodes the difference between the bi-
nary genders. A non-zero projection of word
onto g implies that « is more similar to one gender
over another. In the case of ideally gender-neutral
words, this is an undesirable property. Direct bias
quantifies the extent of this uneven similarity':
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'The original definition included a strictness exponent c,
here set to 1 as has commonly been done in subsequent works.



The Hard Debias method (Bolukbasi et al., 2016)
is a post-processing technique that projects all
gender-neutral words into the nullspace of §. There-
fore, the direct bias is made to be zero by definition.
We measure the performance of Hard-GloVe? on
the coreference resolution tasks.

A related retraining method used a modified ver-
sion of GloVe’s original objective function with
additional incentives to reduce the direct bias for
gender-neutral words, resulting in the GN-GloVe
embeddings (Zhao et al., 2018b). Rather than al-
lowing for gender information to be distributed
across the entire embedding space, the method ex-
plicitly sequesters the protected gender attribute
to the final component. Therefore the first d — 1
components are taken as the gender-neutral embed-
dings, denoted GN-GloVe(w,,)*.

3.1.2 Methods addressing indirect bias

The indirect bias is less well defined, and loosely
refers to the gender-induced similarity measure be-
tween gender-neutral words. For instance, seman-
tically unrelated words such as “sweetheart” and
“nurse” may appear quantitatively similar due to a
shared gender association.

One definition (first given in (Bolukbasi et al.,
2016)) measures the relative change in similarity
after removing direct gender associations as

(o i) o

where W, = @ — (- §)g, however this relies on a
limited definition of the original gender association.

The Repulse-Attract-Neutralize (RAN) debias-
ing method attempts to repel undue gender proxim-
ities among gender-neutral words, while keeping
word embeddings close to their original learned
representations (Kumar et al., 2020). This method
quantifies indirect bias by incorporating (5 into a
graph-weighted holistic view of the embedding
space (more on this later). In this paper, we will
measure the performance of RAN-GloVe* on the
coreference resolution tasks.

A related notion of indirect bias is to measure
whether gender associations can be predicted from
the word representation. The Iterative Nullspace
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"Hard debias: https://github.com/tolga-b/debiaswe. All
base (undebiased) embeddings are GloVe trained on the 2017
January Wikipedia dump (vocab contains 322,636 tokens).
Available at https://github.com/uclanlp/gnglove, based on the
work of Pennington et al. (2014).

3https://github.com/uclanlp/gnglove

*https://github.com/TimeTraveller-San/R AN-Debias
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Linear Projection method (INLP) achieves linear
guarding of the gender attribute by iteratively learn-
ing the most informative gender subspace for a
classification task, and projecting all words to the
orthogonal nullspace (Ravfogel et al., 2020). After
sufficient iteration, gender information cannot be
recovered by a linear classifier. We will measure
the performance of INLP-GloVe’.

3.2 Data augmentation

In addition to debiasing methods applied to word
embeddings, we measure the effect of simple data
augmentation applied to the training data for our
coreference resolution system. The goal is to deter-
mine whether data augmentation can complement
the debiased word embeddings on this particular
test set. The training data is augmented using a
simple gender-swapping protocol, such that binary
gender words are replaced by their equivalent form
of the opposite gender (e.g. “he” <> “she”, etc.).

4 Detection of gender bias in coreference
resolution: Experimental setup

All systems were built using the “Higher-order
coreference resolution with coarse-to-fine infer-
ence” model (Lee et al., 2018)%. It is important
to keep in mind that this model uses both static
word embeddings and contextual word embed-
dings (specifically ELMo embeddings (Peters et al.,
2018)). Our experimental debiasing methods were
applied to static word embeddings only, and con-
textual embeddings are left unaltered in all cases.

All systems were trained using the OntoNotes
5.07 train and development sets, using the de-
fault hyperparameters®, for approximately 350,000
steps until convergence. Baseline performance
was tested using the OntoNotes 5.0 test set (re-
sults shown in Table 1). Baseline performance
is largely consistent across all models, indicating
that neither debiased word embeddings nor gender-
swapped training data significantly degrades the
performance of the system overall.

4.1 WinoBias

The WinoBias test set was created by Zhao et al.
(2018a), and measures the performance of corefer-
ence systems on test cases containing explicit bi-

Shttps://github.com/shauli-ravfogel/nullspaceprojection

®https://github.com/kentonl/e2e-coref

"https://catalog.1dc.upenn.edu/LDC2013T19

8<pest” configuration at https://github.com/kentonl/e2e-
coref/blob/master/experiments.conf



Table 1: Results on coreference resolution test sets. OntoNotes (F;) performance provides a baseline for “vanilla”
coreference resolution (n = 348). WinoBias (F;) measures explicit gender bias, observable as the diff. between
pro (n = 396) and anti (n = 396) test sets. SoWinoBias (% accuracy) measures second-order gender bias, likewise
observable as the diff. between pro (n = 4096) and anti (n = 4096) test sets. Note: accuracy is the relevant metric
to report on the SoWinoBias test set, rather than F;, due to our assertion that “they” is not a new entity mention.

Embedding Data Aug. | OntoNotes WinoBias SoWinoBias

pro anti avg. diff. | pro anti avg. diff.
GloVe 72.3 77.8 488 63.8 29.0 | 642 468 555 174
GloVe v 72.0 67.0 59.0 63.0 80 | 628 565 59.7 64
Hard-GloVe 72.2 66.5 59.1 628 74 |63.6 492 564 143
Hard-GloVe v 71.8 64.0 619 630 21 |77.1 50.1 63.6 27.0
GN-GloVe(wy) 72.2 634 61.1 623 23 | 68.0 49.7 589 183
GN-GloVe(wy,) v 71.4 59.0 66.0 625 7.0 |72.1 69.7 709 24
RAN-GloVe 72.4 72.8 532 63.0 19.6 | 70.2 60.0 65.1 10.2
RAN-GloVe v 71.1 60.1 63.8 62.0 3.7 |69.5 594 645 10.0
INLP-GloVe 71.6 675 575 625 100 | 684 46.1 573 224
INLP-GloVe v 72.1 66.2 59.1 627 7.1 | 734 651 693 83

nary gender words. In particular, pro-stereotypical
sentences contain coreferents where an explicit gen-
der word (e.g. he, she) is paired with an occupation
matching a socially held gender stereotype. Anti-
stereotypical sentences use the same formulation
but gender swap the explicit gender words such
that coreferents now oppose a socially held gender
stereotype. Gender bias is measured as the differ-
ence in performance on the pro. versus anti. test
sets, each containing n = 396 sentences.

Recall that here we are reporting WinoBias re-
sults using a system incorporating unaltered contex-
tual embeddings, in addition to the debiased static
embeddings. Previously reported results on the
“end-to-end” coreference model (Lee et al., 2017),
using only debiased static word embeddings, are
compiled in the Appendix for reference.

In this setting, we observe that debiasing meth-
ods addressing direct bias are more successful than
those addressing indirect bias. In particular, with-
out the additional resource of data augmentation,
RAN-GIloVe struggles to reduce the difference be-
tween pro and anti test sets (in contrast to RAN-
GloVe’s great success in the end-to-end model set-
ting, as reported by Kumar et al. (2020)). Data
augmentation is found to be a complementary re-
source, providing further gains in most cases. Over-
all, Hard-Glo Ve with simple data augmentation suc-
cessfully reduces the difference in F7 from 29% to
2.1%, while not significantly degrading the average
performance on WinoBias or baseline performance
on OntoNotes. This suggests that debiasing the con-

textual word embeddings is not needed to mitigate
the explicit gender bias in coreference resolution,
as measured by this particular test set.

4.2 SoWinoBias

The SoWinoBias test set measures second-order,
or latent, gender associations in the absence of
explicit gender words. At present, we measure as-
sociations between male and female stereotyped
occupations with female stereotyped adjectives, al-
though this could easily be extended in the future.
Adjectives with positive and negative polarities are
represented evenly in the test set. We will denote
the vocabularies of interest as

M, = {doctor, boss, developer, ...} 3)

F,e. = {nurse, nanny, maid, ...}

F{;;lj = {lovely, beautiful, virtuous, ...}

F,4; = {hysterical, unmarried, prudish, ...},
where |MocC| - ‘Focc| = |Fatl]| = |F¢;d]| = 16’

and the full sets can be found in the appendix.
Stereotypical occupations were sourced from the
original WinoBias vocabulary (drawing from the
US labor occupational statistics), as well as the
SemBias (Zhao et al., 2018b) and Hard Debias
analogy test sets (drawing from human-annotated
judgements). Stereotypical adjectives with polarity
were sourced from the latent gendered-language
model of Hoyle et al. (2019), which was found to
be consistent with the human-annotated corpus of
Williams and Bennett (1975).
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SoWinoBias test sentences are constructed as
“The [ocel] (dis)liked the [occ2] because they were
[adj]”, where “(dis)liked” is matched appropriately
to the adjective polarity, such that “they” always
refers to “occ2”. Each sentence selects one occu-
pation from M,.., and the other from Fj... In pro-
stereotypical sentences, occ2 € Fi,., such that the
adjective describing the (they, occ2) entity matches
a social stereotype. In anti-stereotypical sentences,
occ2 € M., such that the adjective describing the
(they, occ2) entity contradicts a social stereotype.
Example sentences in the test set include:

1. The doctor liked the nurse because they were
beautiful. (pro)

2. The nurse liked the doctor because they were
beautiful. (anti)

3. The ceo disliked the maid because they were
unmarried. (pro)

4. The maid disliked the lawyer because they
were unmarried. (anti)

In total, there are n = 4096 sentences in each of
the pro and anti test sets. Due to the simplicity
of our constructed sentences, plus our desire to
measure gendered associations, we further assert
that “they” should refer to one of the two potential
occupations (i.e. “they” cannot be predicted as a
new entity mention). As with WinoBias, gender
bias is observed as the difference in performance
between the anti and pro test sets.

Firstly, we observe that the second-order gen-
der bias is more difficult to the correct than the ex-
plicit bias, given access to the debiased embeddings
alone. Methods that made good progress in reduc-
ing the WinoBias diff. make little to no progress on
the SoWinoBias diff. However, even simple data
augmentation was found to be a valuable resource.
When combined with GN-GloVe(w,), the differ-
ence is reduced to 2.4% while increasing average
performance significantly. Again, we observe that
good bias reduction can be achieved, even before in-
corporating methods to debias the contextual word
embeddings. It is interesting that debiasing meth-
ods explicitly designed to address indirect bias in
the embedding space do not do better at mitigating
second-order bias in a downstream task. Further
discussion in relation to the embedding space prop-
erties is provided in the following section.
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5 Relationship to embedding space
properties

5.1 Single-attribute WEAT

The Word Embedding Association Test (WEAT)
measures the association strength between two con-
cepts of interest (e.g. arts vs. science) relative to
two defined attribute groups (e.g. female vs. male)
(Caliskan et al., 2017). It was popularized as a
means for detecting gender bias in word embed-
dings by showing that (arts, science), (arts, math),
and (family, careers) produced significantly differ-
ent association strengths relative to gender.

Here we adapt the original WEAT to measure
relative association across genders given a single
concept of interest. This provides a means to mea-
sure whether the set of female-stereotyped adjec-
tives Fyq; are quantitatively gender-marked in the
embedding space.

The relative association of a single word ¢ across
attribute sets A, As is given by

s(t, Ay, A2) :\All! > cos(t,al) (4
a1€A;

- ’A12| Z cos(t,a2)

az€A2

where s(t, A1, A2) > 0 indicates that ¢ is more
closely related to attribute A; than A,. The average
relative association of concept 7' is then

1
S(T, A1, Az) =

= 17 > s(t A1, A2). (9)

teT

The significance of a non-zero association strength
can be assessed by a partition test. We randomly
sample alternate attribute sets of equal size A} and
A3 from the union of the original attribute sets.
The significance p is defined as the proportion of
samples to produce S(T', A7, A3) > S(T, A1, As).
Small p values indicate that the defined grouping
of the attributes sets (here defined by gender) are
meaningful compared to random groupings.

Table 2 shows the results of the single-attribute
WEAT. We measure association strength of the fe-
male adjectives relative to gender in two ways: 1)
gender is defined using a “definitional” vocabu-
lary (A1 = Fyep = {she, her,woman, ...}, Ay =
Mges = {he, him, man, ...}), and ii) gender is de-
fined using a latent vocabulary — the stereotypical
occupations (A1 = Foees, Ao = Moees).

As shown, the F|,4; embeddings are strongly as-
sociated with the explicit gender vocabulary in



Table 2: Single-Attribute WEAT association strength between gender and female-stereotyped adjectives with sig-
nificance values. Lower association strength (S) values are better. Smaller significance values indicate that the
observed association strength is meaningful with respect to gender.

Embedding S(Fadj, Foces Moce) — Significance | S(Fug;, Faer, Maer) Significance
GloVe 0.0636 0.0001** 0.0694 0.001**
Hard-GloVe 0.0465 0.0001%** -8.6889%¢-10 0.512
GN-GloVe(w,) | 0.0664 0.0003%** -0.0015 0.436
RAN-GloVe 0.0402 0.0003%** 0.0153 0.177
INLP-GloVe 0.0171 0.0251%* 0.0054 0.382

the original GloVe space. However each of the
four debiasing methods are successful in remov-
ing the explicit gender association, as expected.
The Hard Debias method in particular asserts
S(Fadja Fdef» Mdef) = 0 by definition.

In contrast, the F,4 embeddings are just as
strongly associated with the latent gender vocab-
ulary in the original GloVe space, but this is not
undone by any of the debiasing methods. This is
somewhat of an unexpected result in the case of
the RAN and INLP debiasing methods, as they
promised to go beyond direct bias mitigation.

The INLP method makes the most progress in
reducing the implicit association strength, however
a significant non-zero association remains. Com-
bined with the SoWinoBias test results, we can ob-
serve that the WEAT reduction achieved by INLP
is not a sufficient condition for mitigating latent
gender-biased coreference resolution. Inversely,
we observe that reduction of the WEAT measure
is not a necessary condition for mitigation when
debiased embeddings are combined with data aug-
mentation (demonstrated by GN-GloVe(wy,)).

5.2 Clustering and Recoverability

Clustering and recoverability (C&R) (Gonen and
Goldberg, 2019) refer to a specific observation on
the embedding space post debiasing; namely, that
gender labels of words (assigned according to di-
rect bias in the original embedding space) can be
classified with a high degree of accuracy given only
the debiased representations. Here we follow the
same experimental setup, and report results on an
expanded set of embeddings (see Table 3).

In agreement with Gonen and Goldberg (2019),
we find that the Hard-GloVe and GN-GloVe em-
beddings retain nearly perfect recoverability of the
original gender labels, indicating high levels of
residual bias by this definition.

The INLP method was designed to guard against
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linear recoverability, and indeed we find that both
C&R by a linear SVM are reduced to near-random
performance. Recoverability by an SVM with
a non-linear kernel (rbf) achieves 75% accuracy;
much reduced compared to other debiasing meth-
ods, but still above the baseline of 50%. This result
is consistent with Ravfogel et al. (2020).

Of interest are the results obtained for the RAN-
GloVe embeddings, which have not previously
been reported. RAN was designed to mitigate un-
due proximity bias, conceptually similar to clus-
tering. Despite this, C&R are still possible with
high accuracy given RAN-debiased embeddings.
Given RAN’s success on various gender bias as-
sessment tasks (SemBias, and WinoBias using the
end-to-end coreference model), this suggests that
complete suppression of C&R is unnecessary for
many practical applications. Conversely, it may
indicate that we have not yet developed any assess-
ment tasks that probe the effect of indirect bias.

In reference to the SoWinoBias results, we can
observe that linear attribute guarding (achieved by
INLP) is not a sufficient condition for mitigating
latent gender-biased coreference resolution. How-
ever, even linear guarding is not a necessary con-
dition for mitigating SoWinoBias when retraining
with data augmentation is available.

5.3 Gender-based Illicit Proximity Bias

The gender-based illicit proximity bias (GIPE) was
proposed by Kumar et al. (2020) as a means to
capture indirect bias on the embedding space as
a well-defined metric, as opposed to the loosely
defined idea of clustering and recoverabilty. Firstly,
the gender-based proximity bias of a single word
w, denoted 7(w), is defined as the proportion of N-
nearest neighbours {n; } with indirect bias 5(n;, w)
above some threshold 6. Intuitively, this is the
proportion of words that are close by solely due to
a shared gender association. The GIPE extends this



Table 3: Clustering: (reported as accuracy and v-measure (Rosenberg and Hirschberg, 2007)) is performed by
taking the n = 1500 most biased words in the original embedding space (excluding definitional gender words),
and performing k-means clustering (k = 2) on the same words in the debiased space. Recoverability: (reported as
accuracy) is performed by taking the n = 5000 most biased words in the original embedding space, and training
a classifier (linear SVM or rbf kernel SVM) on the same words in the debiased space. Smaller values are better
(indicating less residual cues that can be used classify gender-neutral words). GIPE: Smaller values are better
(indicating less undue proximity bias in the embedding space).

Embedding Acc. wv-measure | linSVM  rbfSVM | GIPE(V;) GIPE(Vs,) Avg. n(ws,)
GloVe 99.8 98.4 100 100 0.1153 0.1844 0.1373
Hard-GloVe 79.0 30.2 92.5 94.6 0.0701 0.1020 0.0894
GN-GloVe(w,) | 85.3 49.7 99.1 99.4 0.1173 0.1650 0.1167
RAN-GloVe 80.4 41.9 95.3 96.0 0.0399 0.0827 0.0617
INLP-GloVe 57.1 1.52 529 74.8 0.0798 0.1265 0.0967

word-level measure to a vocabulary-level measure
using a weighted average over n(w).

Table 3 shows the GIPE measure on the entire
gender-neutral vocabulary V;, the gender-neutral
vocabulary used to construct SoWinoBias Vg, =
Foce U Myee U Fgj, and the simple (unweighted)
average 7(wg,) on the SoWinoBias vocabulary.

The RAN method mitigates indirect bias as mea-
sured by GIPE by design, and therefore achieves
the lowest GIPE values as expected (followed by
Hard-GloVe, somewhat unexpectedly). However,
non-zero proximity bias persists, more so on the
stereotyped sub-vocabulary than the total vocabu-
lary. Without extra help from data augmentation,
RAN-GloVe achieves the best performance on the
SoWinoBias (followed by Hard-GloVe). Therefore
further reduction of GIPE may enable further miti-
gation of the latent gender-biased coreference reso-
lution (cannot be ruled out as a sufficient condition
at this time). However, RAN-GloVe does not bene-
fit from the addition of data augmentation, unlike
the majority of debiasing methods. Further inves-
tigation is needed to determine what conditions of
the embedding properties allow for complementary
data augmentation.

6 Conclusion

In this paper, we demonstrate the existence of ob-
servable latent gender bias in a downstream appli-
cation, coreference resolution. We provide the first
gender bias assessment test set not containing any
explicit gender-definitional vocabulary. Although
the present study is limited to binary gender, this
construction should allow us to assess gender bias
(or other demographic biases) in cases where ex-
plicit defining vocabulary is limited or unavailable.
However, the construction does depend on knowl-

edge of expected relationships or stereotypes (here
occupations and adjectives). Therefore interdisci-
plinary work drawing from social sciences is en-
couraged as a future direction.

Our observations indicate that mitigation of indi-
rect bias in the embedding space, according to our
current understanding of such a notion, does not re-
duce the latent associations in the embedding space
(as measured by WEAT), nor does it mitigate the
downstream latent bias (as measured by SoWino-
Bias). Future work could seek bias assessment
tasks in downstream applications that do depend
on the reduction of gender-based proximity bias or
non-linear recoverability. Currently the motivation
for such reduction is unknown, despite being an
active direction of debiasing research.

Finally, we do observe that an early debiasing
method, GN-GloVe, combined with simple data
augmentation, can mitigate the latent gender bi-
ased coreference resolution, even when contextual
embeddings in the system remain unaltered. Future
work could extend the idea of the SoWinoBias test
set to more complicated sentences representative
of real “in the wild” cases, in order to determine if
this result holds.

The SoWinoBias test set, all trained models pre-
sented in this paper, and code for reproducing the
results are available at https://github.com/hillary-
dawkins/SoWinoBias.
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A Full test set vocabulary

F,.c = { writer, teacher, cleaner, tailor, attendant,
librarian, auditor, nurse, nanny, cashier, editor, hair-
dresser, stylist, maid, baker, counselor }

Myee = { guard, architect, chef, leader, presi-
dent, developer, lawyer, salesperson, doctor, judge,
boss, chief, mover, cook, researcher, physician }

F ;Elj = { sprightly, gentle, affectionate, charm-
ing, kindly, beloved, enchanted, virtuous, beau-
teous, chaste, fair, delightful, lovely, romantic, ele-
gant, fertile }

Fde = { fussy, nagging, rattlebrained, haughty,
whiny, dependent, sullen, unmarried, prudish,
fickle, hysterical, infected, widowed, awful,
damned, frivolous }

Mgey = { man, he, father, brother, his, son,
uncle, himself }

Faer = { woman, she, mother, sister, her, daugh-
ter, aunt, herself }
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Table 4: Results on SoWinoBias test set by adjective polarity.

Embedding Data Aug. Postive Adj. Negative Adj. Total

pro anti diff. | pro anti diff. | pro anti diff.
GloVe 694 492 20.1 | 589 443 146 | 642 468 174
GloVe v 642 604 39 | 614 526 88 | 628 565 64
Hard-GloVe 64.6 498 147 | 62.6 48.7 139 | 63.6 492 143
Hard-GloVe v 772 515 258|769 487 282|771 50.1 270
GN-GloVe(wy,) 71.6 529 18.6 | 644 465 179 | 680 49.7 183
GN-GloVe(wy,) v 715 705 1.0 | 727 69.0 3.7 | 721 69.7 24
RAN-GloVe 709 615 94 | 694 585 11.0]702 600 10.2
RAN-GloVe v 73.6 670 6.7 | 653 519 134|695 594 10.0
INLP-GloVe 742 540 202 | 627 38.2 245|684 46.1 224
INLP-GloVe v 764 679 85 | 704 623 82 | 734 651 83
Table 5: Previously reported results on the OntoNotes
(baseline) and WinoBias test sets by various debiasing
methods when the coreference system was built using
the “end-to-end” model (Lee et al., 2017). RAN-GloVe
drastically outperforms all methods.
Embedding OntoNotes WinoBias

pro anti avg. diff.
GloVe 66.5 76.2 46.0 61.1 30.2
Hard-GloVe 66.2 70.6 549 62.8 15.7
GN-GloVe 66.2 724 519 622 205
GN-GloVe(wy,) 65.9 70.0 539 620 16.1
RAN-GloVe 66.2 614 61.8 61.6 04
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