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Abstract

Zero-shot translation, directly translating be-
tween language pairs unseen in training, is
a promising capability of multilingual neural
machine translation (NMT). However, it usu-
ally suffers from capturing spurious correla-
tions between the output language and lan-
guage invariant semantics due to the maximum
likelihood training objective, leading to poor
transfer performance on zero-shot translation.
In this paper, we introduce a denoising autoen-
coder objective based on pivot language into
traditional training objective to improve the
translation accuracy on zero-shot directions.
The theoretical analysis from the perspective
of latent variables shows that our approach
actually implicitly maximizes the probabil-
ity distributions for zero-shot directions. On
two benchmark machine translation datasets,
we demonstrate that the proposed method is
able to effectively eliminate the spurious cor-
relations and significantly outperforms state-
of-the-art methods with a remarkable perfor-
mance. Our code is available at https://
github.com/Victorwz/zs—nmt-dae.

1 Introduction

Multilingual neural machine translation (NMT) sys-
tem concatenates multiple language pairs into one
single neural-based model, enabling translation on
multiple language directions (Firat et al., 2016;
Ha et al., 2016; Johnson et al., 2017; Kudugunta
et al., 2019; Arivazhagan et al., 2019b; Zhang
et al., 2020). Besides, the multilingual NMT sys-
tem can achieve translation on unseen language
pairs in training, and we refer to this setting as
zero-shot NMT. This finding is promising that
zero-shot translation halves the decoding time of
pivot-based method and avoids the problem of er-
ror propagation. Meanwhile, zero-shot NMT casts
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Model | BLEU on DE=FR
DE=EN+EN=FR ‘ 6.0
PIV-(DE=EN+EN=-FR) ‘ 31.7

Table 1: BLEU scores [%] of training multilingual
NMT with these two translation directions and its piv-
oting variant on Europarl Dataset.

off the requirement of parallel data for a poten-
tially quadratic number of language pairs, which
is sometimes impractical especially between low-
resource languages. Despite the potential benefits,
achieving high-quality zero-shot translation is a
very challenging task. Standard multilingual NMT
systems are sensitive to hyper-parameter settings
and tend to generate poor outputs.

One line of research believes that the success
of zero-shot translation depends on the ability of
the model to learn language invariant features, or
an interlingua, for cross-lingual transfer (Arivazha-
gan et al., 2019a; Ji et al., 2020; Liu et al., 2021).
Arivazhagan et al. (2019a) design auxiliary losses
on the NMT encoder that impose representational
invariance across languages. Ji et al. (2020) build
up a universal encoder for different languages via
bridge language model pre-training, while Liu et al.
(2021) disentangle positional information in mul-
tilingual NMT to obtain language-agnostic repre-
sentations. Besides, Gu et al. (2019) point out that
the conventional multilingual NMT model heavily
captures spurious correlations between the output
language and language invariant semantics due to
the maximum likelihood training objective, making
it hard to generate a reasonable translation in an un-
seen language. Then they investigate the effective-
ness of decoder pre-training and back-translation
on this problem.

In this paper, we focus on English-centric multi-
lingual NMT and propose to incorporate a simple
denoising autoencoder objective based on English
language into the traditional training objective of
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multilingual NMT to achieve better performance
on zero-shot directions. This approach is motivated
by an observation that: as shown in Table 1, if we
only optimize two translation directions DE=EN
and EN=-FR in a single model, it hardly achieves
successful zero-shot translation on DE=FR. It is
because that the model easily learns high mutual in-
formation between language semantics of German
and output language, ignoring the functionality of
language IDs. Actually, this mutual information
can be significantly alleviated by directly replacing
the original German sentence with a noisy target
English sentence in training data, thereby guiding
the model to learn the correct mapping between
language IDs and output language. Besides, we
analyze our proposed method by treating pivot lan-
guage as latent variables and find that our approach
actually implicitly maximizes the probability dis-
tributions for zero-shot translation directions.

We evaluate the proposed method on two public
multilingual datasets with several English-centric
language-pairs, Europarl (Koehn, 2005) and Mul-
tiUN (Ziemski et al., 2016). Experimental results
demonstrate that our proposed method not only
achieves significant improvement over vanilla mul-
tilingual NMT on zero-shot directions, but also
outperforms previous state-of-the-art methods.

2 Multilingual NMT

The multilingual NMT system (Johnson et al.,
2017) combines different language directions into
one single translation model. Due to data limita-
tions of non-English languages, multilingual NMT
systems are mostly trained on large-scale English-
centric corpus via maximizing the likelihood over
all available language pairs S:

Lu®)= Y

(4,)€S,(z,y)e DI

log P(ylz,j;0), (1)

where (i, j) € S are the sampled source language
ID and target language ID in all available language
pairs, D*J represents for the corresponding paral-
lel data, and 6 is the model parameter. The tar-
get language ID is appended as the initial token
of source sentences, to let the model know which
language it should translate to. In addition, the mul-
tilingual NMT system has proven the capability of
translating on unseen pairs in training (Firat et al.,
2016; Johnson et al., 2017), which is a property
of zero-shot translation. However, the zero-shot
translation quality significantly falls behind that

of pivoting methods. The main issue leading to
the unsatisfactory performance is that the multilin-
gual NMT model captures spurious correlations be-
tween the output language and language invariant
semantics due to the maximum likelihood training
objective (Gu et al., 2019).

3 Method

In this section, we first introduce the denoising
autoencoder task and then analyze the effectiveness
of our proposed method from the perspective of
latent variables.

Denoising Autoencoder Task. Given English-
centric parallel data (X/Y/...<EN), we usually op-
timize the maximum likelihood training objective
to build the multilingual NMT model. Since the
target language ID is inserted at the beginning of
the source sentence and only treated as a single
token, the maximum likelihood training objective
easily ignores the functionality of target language
ID, leading to unreasonable mutual information be-
tween language semantic of “X/Y/...” and output
language of English. To address this problem, we
introduce a denoising sequence-to-sequence task,
in which we directly replace the original input sen-
tence with a noisy target English sentence in train-
ing data. In this way, previous mutual information
can be significantly reduced, while enhancing the
relationship between language IDs and output lan-
guage. Specifically, we simply use all English sen-
tences in parallel data to construct the denoising En-
glish corpus Dgy via text infilling operation (Lewis
et al., 2020). Then we optimize the multilingual
NMT model via maximizing the original transla-
tion objective L,,(#) and denoising autoencoder
objective L4(6):

L4(0) = >

j:<2en>a(gvy)€DEN
La(0) = Lm(0) + La(0). 3)

log P(y[y,;0), (2)

Latent Variable Perspective. As for zero-shot
translation, we actually aim at directly fitting the
probability distribution between non-English lan-
guages “X/Y/...” in the unified multilingual NMT
system. For convenience, we consider the proba-
bility distribution P(Y|X; D*) between two non-
English languages over the ideal parallel training
data D*. In practice, it is difficult to obtain such
training data D* for the model training. To han-
dle this issue, we convert the task of maximizing
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P(Y|X; D*) into optimizing three existing sub-
tasks, by treating the English language as a latent
variable h and introducing the probability distribu-
tion P(h|h) of denoising autoencoder task:

P(Y|X;D*)= > logP(ylz)
(z,y)eD*

— Z 1ogZP(y|h,:e)P(h\x)

(z,y)eD* h

~ Z log Z P(hlh)
h

(z,y)eD*

Py PHlr) @
> P(h|h) log — WL UNT)
YR P

= > By ppmlog Plylh)
(z,y)eD*

P(y|h)P(h|x)
P(h|h)

— KL(P(h[R)||P(h]z))
= P*(Y]X; D", P(h|h)),

where we assume that P(y|h,z) ~ P(y|h) due
to the semantic equivalence of languages h and .
With above equation, the original objective is trans-
formed into optimizing three sub-tasks P(h|x),
P(y|h) and P(h|h). Incorporating the denoising
autoencoder objective into the translation objec-
tive of multilingual NMT model helps minimize
the KL-divergence terms, thus implicitly maxi-
mizing the lower bound of probability distribu-
tions of zero-shot directions. Following Ren et al.
(2018), the gap between P*(Y|X;D* P(h|h))
and P(Y'|X; D*) can be calculated as follow:

A := P(Y|X;D*) — P*(Y|X; D*, P(h|h))

= 7 1og PAMP(ylz)
: (x%e:D* ;P(hm)l ® P(y|h)P(h]x)

~ S KL(P(hR)||P(hly)), 5)
(z,y)eD*

where we leverage an additional approximation that
P(h|z,y) =~ P(h|y) due to the semantic equiva-
lence. Refer to Appendix A.2 for detailed deriva-
tions. Once we complement P(h|y) into three sub-
tasks mentioned before, this gap could be further
reduced, resulting in better performance on zero-
shot translation directions.

4 [Experiments

4.1 Experimental Settings

Datasets. We evaluate the proposed method on
two benchmark machine translation datasets, Eu-

Dataset \ Language Pairs Train Dev & Test
Europarl | De-En, Fr-En 1.8M 2000
MultiUN | Ar-En, Zh-En, Ru-En  2M 4000

Table 2: Data statistics of Europarl and MultiUN, in
which we sub-sampled 2M samples for each language-
pair in MultiUN.

roparl and MultiUN. The data statistics of two se-
lected datasets are summarized in Table 2. BLEU
(Papineni et al., 2002) is used as the metric for eval-
uating translation quality. For Europarl dataset, we
select three European languages, Germany (De),
French (Fr) and English (En). We remove all par-
allel sentences between De and Fr to ensure the
zero-shot setting. We use WMT devtest2006 as val-
idation set and rest2006 as test set. For MultiUN,
four languages are selected, Arabic (Ar), Chinese
(Zh), Russian (Ru), and English (En). The selected
languages are distributed in various language fami-
lies, making the zero-shot language transfer more
difficult. We use MultiUN standard validation and
test sets to report the zero-shot performance. To dif-
ferentiate language pairs, we follow Johnson et al.
(2017) to append the language tag “<2Y>" on the
source side for translating X = Y.

Baselines. In our experiments, we compare the
proposed method MNMT+DN with the following
approaches: (i) MNMT (Johnson et al., 2017):
training a multilingual NMT model on all direc-
tions with available parallel data; (if) LM+MNMT
(Guet al., 2019): pre-training the decoder as a mul-
tilingual language model, then training the MNMT
model initialized with the pre-trained decoder; (iif)
MNMT-RC (Liu et al., 2021): removing residual
connections in an encoder layer to disentangle po-
sitional information. We re-implement all baseline
methods, following the same experimental settings
to make fair comparison with our method.

Experimental Details. We choose standard
Transformer-base (Vaswani et al., 2017) archi-
tecture to conduct experiments on all baseline
and proposed methods, with njayer = 6, 7head =
8, dembed = H12. We use faiseq toolkit! (Ott
et al., 2019) for fast implementations and experi-
ments. We deploy Adam (Kingma and Ba, 2015)
(81 = 0.9, By = 0.98) optimizer and train all mod-
els with {7 = 0.0005, twarmup = 4000, dropout =

"https://github.com/pytorch/fairseq
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MultiUN

Ar, Zh, Ru <+ En

Ar-Ru Ar-Zh Ru-Zh Zero  Parallel
Model
— — — — — — Avg. Avg.
MNMT 17.9 13.4 16.1 29.5 12.1 30.3 19.9 49.2
LM+MNMT 22.0 29.3 20.3 42.7 24.3 42.1 30.1 48.9
MNMT-RS 20.8 26.1 20.3 37.9 24.2 37.4 27.8 499
MNMT+DN (Ours) 24.6 33.0 24.6 47.2 30.0 46.1 34.3 50.1

Table 3: Overall BLEU scores [%] on six zero-shot directions of MultiUN dataset. “Zero Avg.” and “Parallel Avg.”
refer to average BLEU score of six zero-shot directions and six supervised directions, respectively.

model
g —eo— MNMT
—4— MNMT-RC
—#— LM+MNMT
—&— Ours

0 50 100 150 200 250 300
x 1k steps

Figure 1: Learning curve of different methods on Mul-
tiUN dataset. We sub-sample 1K sentences from every
zero-shot translation direction and report BLEU score
on the combined 6K-size validation set.

0.1, npaech = 8000 tokens. The Moses toolkit?
(Koehn et al., 2007) is used to tokenize transla-
tion corpus. Exceptionally, we use Jieba® for Chi-
nese tokenization. For each dataset, we lowercase
all data and preprocess the corpus with 40K Byte-
Pair-Encoding (BPE) (Sennrich et al., 2016) opera-
tions on all languages. For our proposed approach,
we mask 30% of tokens in the whole training cor-
pus, and deploy span masking (Joshi et al., 2020),
in which a sequence text spans are sampled and
masked, with the masked span lengths sampled
from a Poisson distribution (A = 3). 0-length spans
correspond to the insertion of [MASK] token. Ev-
ery model is trained for 300k updates on Europarl
or 500K updates on MultiUN (additional 100k up-
dates for pre-training), and the best model is se-
lected based on BLEU score on validation set every
10k updates. For decoding, we adopt beam-search
with beam size = 5 and calculate BLEU scores
using SacreBLEU*.

https://github.com/moses—smt/
mosesdecoder

*https://github.com/fxsjy/jieba

*nttps://github.com/mjpost/sacrebleu

Europarl De, Fr <+ En

Model De-Fr Zero Parallel
— — Avg. Avg.

MNMT 215 273 244 34.1

LM+MNMT 255 311 283 33.6

MNMT-RC 25.1 30.8 28.0 335

MNMT+DN (Ours) 27.1 31.8 29.5 33.7

Table 4: Overall BLEU scores [%] on two zero-shot
directions of Europarl dataset.

4.2 Results on MultiUN Dataset

Table 3 reports the main results on the MultiUN
dataset. We can find that our proposed method
achieves state-of-the-art performance on all six
zero-shot translation directions among all multi-
lingual NMT systems. In addition, our method
significantly improves the zero-shot performance
of vanilla MNMT model by an average 14.4 BLEU
score without performance degradation on super-
vised directions. These results demonstrate the
effectiveness of incorporating denoising autoen-
coder objective in the training of multilingual NMT.
We further investigate the learning curve of dif-
ferent methods on the validation set. As shown
in Figure 1, our proposed method reaches faster
convergence than MNMT and MNMT-RC, while
LM+MNMT easily leads to over-fitting.

4.3 Results on Europarl Dataset

The main results on the Europarl dataset are pre-
sented in Table 4. We can observe that our pro-
posed method still significantly improves the zero-
shot translation performance of multilingual NMT
systems with an average of 5.1 BLEU score im-
provements. Different from the MultiUN dataset
with four languages distributed in different lan-
guage families, the selected languages (De, Fr, En)
of Europarl are all European languages, making
the gap between various baselines and our method
smaller than that of MultiUN.
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Dataset
Model MultiUN  Europarl
MNMT 57.49% 98.19%
LM+MNMT 91.87% 99.13%
MNMT-RC 83.37% 99.00%
MNMT+DN (Ours)  95.76 % 99.13%

Table 5: Average language accuracy on all zero-shot
directions of two selected datasets.

4.4 Evaluation of Off-Target Translations

We further summarize the percentage of off-target
translations on zero-shot directions to verify the ef-
fectiveness of the proposed method. Generating off-
target translations means that the multilingual NMT
system fails in achieving zero-shot translation and
generates translation in wrong output language. We
use langdetect? toolkit to capture the off-target
translations and calculate the language accuracy as
(1 — Noff-target/ Msentences ). The results of language
accuracy on two selected corpora are presented in
Table 5. The proposed method achieves the lan-
guage accuracy of 99.13% on Europarl and 95.76%
on MultiUN, which surpass baseline methods with
a significant improvement. The results demonstrate
that our method effectively alleviates the issue of
off-target translation in zero-shot directions.

4.5 Ablation Study

As illustrated in Equation 4, the training objec-
tive of zero-shot directions can be converted into
optimizing three sub-tasks jointly. To verify this
analysis, we conduct an ablation study on the Eu-
roparl dataset. We consider a single model with
two translation directions DE=EN+EN=-FR. As
shown in Table 6, when incorporating denoising au-
toencoder task, DE=EN+EN=-FR+DN achieves
a remarkable zero-shot performance on DE=FR
of 31.1 BLEU score. This result demonstrates
that the introduction of denoising autoencoder task
can effectively break the spurious correlations be-
tween output language and semantics, enabling the
failed model to perform zero-shot translation. Com-
plementing with more translation tasks, such as
FR=-EN and EN=DE, MNMT+DN further im-
proves translation accuracy on DE=-FR, which
proves the analysis of Equation 5. In addition,
an alternative to our proposed method is BART
pre-training (BART-PT), which first learns the de-
noising autoencoder objective and fine-tunes on the

Shttps://github.com/Mimino666/
langdetect

Europarl De, Fr <+ En
Settin De-Fr Zero  Parallel
& — — Avg. Avg.
DE=EN+EN=-FR - 6.0 - -
DE=-EN+EN=-FR+DN - 31.1 - -
MNMT 215 273 244 34.1
BART-PT 257 312 285 33.6
MNMT+DN (Ours) 271 31.8 295 33.7

Table 6: BLEU scores [%] of the ablation study on Eu-
roparl dataset. “+DN” means that the experiment set-
ting includes denoising autoencoder task.

multilingual corpus. We can observe that BART-
PT gains a similar performance to LM+MNMT,
but worse than MNMT+DN due to the catastrophic
forgetting problem (McCloskey and Cohen, 1989).
The full results of BART-PT on MultiUN and Eu-
roparl datasets are illustrated in Appendix A.1.

5 Conclusion

In this paper, we proposed to introduce denoising
autoencoder objective into conventional translation
objective to improve the zero-shot performance of
multilingual NMT system. We analyze the moti-
vation and effectiveness of proposed method from
the perspective of latent variables. The experimen-
tal results demonstrate that our proposed method
can significantly resolve spurious correlation issue
in multilingual NMT and achieves state-of-the-art
performance on zero-shot translation. In the fu-
ture, it is interesting to explore the combination of
our method and other language model pre-training
methods (Song et al., 2019; Liu et al., 2020).
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A Appendix

A.1 Full Results on MultiUN and Europarl

We report the performance of zero-shot and su-
pervised translations on MultiUN and Europarl in
Table 7 and 8. We also include the pivoting version
of MNMT: PIV-M. Our proposed method still lags
behind the pivoting method by an average BLEU
score of 4.3 on MultiUN dataset, while achieving
slightly better performance on Europarl dataset. Be-
sides, our method outperforms BART pre-training
by an average BLEU score of 2.6/1.0 on MultiUN
and Europarl, respectively.
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MultiUN Ar, Zh, Ru <+ En

Ar-Ru Ar-Zh Ru-Zh Zero En-Ar En-Zh En-Ru Parallel

Model

e S S R AN - A s Avg.
PIV-M 299 36.8 29.2 51.5 343 50.1 38.6 547 37.8 50.7 58.3 50.7 428 492
MNMT 179 134 16.1 29.5 12.1 303 199 547 37.8 50.7 58.3 50.7 428 492
LM+MNMT 22.0 293 203 427 243 42.1 30.1 544 373 507 577 50.7 42.8 489
MNMT-RS 20.8 26.1 203 379 242 374 278 556 383 516 587 51.6 434 499
BART-PT 229 302 223 44.1 27.8 43.1 317 538 373 498 573 50.0 42.0 484

MNMT+DN (Ours) 24.6 33.0 24.6 472 30.0 46.1 343 56.1 38.0 52.1 58.6 52.0 439 50.1

Table 7: Overall BLEU scores [%] on six zero-shot directions and six supervised directions of MultiUN dataset.
“Zero Avg.” and “Parallel Avg.” refer to average BLEU score of six zero-shot directions and six supervised
directions, respectively.

Europarl De, Fr <+ En
De-Fr Zero En-De En-Fr Parallel

Model

— —  Avg. — — — — Avg.
PIV-M 26.5 317 29.1 343 278 372 370 34.1
MNMT 215 273 244 343 278 372 370 34.1
LM+MNMT 255 31.1 283 338 272 368 364 33.6
MNMT-RC 25.1 30.8 28.0 335 275 366 365 33.5
BART-PT 257 312 285 33.6 274 368 36.6 33.6

MNMT+DN (Ours) 27.1 31.8 295 338 275 368 367 33.7

Table 8: Overall BLEU scores [%] on two zero-shot directions and four supervised directions of Europarl dataset.
“Zero Avg.” and “Parallel Avg.” refer to average BLEU score of two zero-shot directions and four supervised
directions, respectively.

. . . h
A.2 Derivations for Equations Z Z P(h|R)1 E ” ;

. .. e (z,y)eD* h
The detailed derivations for latent distribution

P*(Y|X; D*, P(hlh)) are shown in Equation 4,  — Z KL(P(h[R)||P(hly)),
while the derivations for the probability gap A in (@y)eD

Equation 5 are as follows: where we use two approximations here that are

P(y|h,x) ~ P(ylh) and P(h|z,y) ~ P(h|y).

A = P(Y|X;D*) — P*(Y|X; D*, P(h|h))

o L) P(ylz)

(x,yZ;‘D*Zh:P e P(y|h)P(h|x)
oe PR P(yla) P(Rly)
(x,yz:D*zh:P ok gP(y| h)P(h|z)P(h|y)

Z ZP hF) log P(h|h)P(y|z)P(hly)

(@y)eD* h P(y|h,z)P(h|x)P(h|y)
2 1og PUIDPyl2) P(h]y)
(x,y)ZED*Zh:P(h’h)l " P(y, hlx)P(hly)

B log P(h|h)P(y|z)P(hly)
POEDIILUID) & P(hlz, y) P(y|z)P(hly)

(z,y)eD* h
P(h|h)P(y|z) P(hly)
Z ZP h|h) log
(@D h P(hly)P(ylz)P(hly)
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