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Abstract

Many statistical models have high accuracy
on test benchmarks, but are not explainable,
struggle in low-resource scenarios, cannot be
reused for multiple tasks, and cannot easily in-
tegrate domain expertise. These factors limit
their use, particularly in settings such as men-
tal health, where it is difficult to annotate
datasets and model outputs have significant im-
pact. We introduce a micromodel architecture
to address these challenges. Our approach al-
lows researchers to build interpretable repre-
sentations that embed domain knowledge and
provide explanations throughout the model’s
decision process. We demonstrate the idea
on multiple mental health tasks: depression
classification, PTSD classification, and suici-
dal risk assessment. Our systems consistently
produce strong results, even in low-resource
scenarios, and are more interpretable than al-
ternative methods.

1 Introduction

Systems in domains such as healthcare (Caruana
et al., 2015) and finance (Heaton et al., 2016) often
need to make difficult decisions that can lead to
severe consequences. Building useful systems in
these settings is difficult for two key reasons: data
availability and the need for explanations. Raw
data is often limited and annotating it requires spe-
cialized knowledge (Aguirre et al., 2021). When
a dataset is available for a task, research on mod-
els will often overfit, developing optimizations that
cannot be reused for other datasets or tasks (Gun-
tuku et al., 2017; Matero et al., 2019; Chen et al.,
2019). Attempts to reduce data needs by integrating
domain knowledge often result in inefficient and ex-
pensive models (Yang et al., 2019; Liu et al., 2020;
Xie et al., 2020). Integrating knowledge graphs is
another alternative (Zhang et al., 2019), but poses
challenges in domains in which domain knowledge
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is abstract or empirical (Deng et al., 2020). With-
out explanations of how these models reach their
decisions, stakeholders cannot fully trust them. In
fact, despite recent advances in neural networks, it
has been found that medical experts prefer simpler
logistic regression models because they are more
interpretable (Caruana et al., 2015).

In this paper, we tackle these challenges — ex-
plainability and reusability of models, robustness
under low-resource scenarios, and integration of
domain knowledge by proposing a new paradigm
called a micromodel architecture. In this approach,
a system orchestrates a collection of specialized
models to build easily interpretable feature vec-
tors that integrate domain knowledge. Each micro-
model is a binary classifier that represents a specific
linguistic behavior. Simple aggregators combine
the output of micromodels to form a feature vector.
Finally, a task-specific model makes a prediction
based on the feature vector. Our design provides ex-
planations along every step of its decision making
process, including global and local feature impor-
tance scores, and evidence of how the input text
contributes to the model’s decisions.

Training this type of system involves two phases.
First, in order to build each micromodel, we in-
troduce a data collection pipeline that uses pre-
trained language models such as BERT (Devlin
et al., 2019). This training occurs once and then the
micromodels can be reused across multiple tasks
within a single domain. Second, the task-specific
model is trained on the dataset of interest. During
this phase the micromodels are not modified.

We demonstrate the benefits of micromodels in
the important domain of mental health. Recent
studies have shown a rapid increase in the preva-
lence of depression symptoms in various demo-
graphics (Ettman et al., 2020), along with elevated
levels of suicidal ideation (Czeisler et al., 2020).
Because our micromodels represent domain-level
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linguistic patterns, they can be reused for multi-
ple tasks within the same domain, while requiring
only half or sometimes just a quarter of the task-
specific annotation data, and also having the benefit
of explainability across the entire pipeline.

The primary contributions of this paper are: (1)
An efficient and reusable design using micromodels
as modules to tackle various tasks within a domain
by integrating domain knowledge; (2) A data col-
lection pipeline to build datasets for micromodels;
(3) An explainable procedure for our system’s de-
cision making process; and (4) An analysis of the
reusability and efficiency of our approach under
low-resource scenarios when applied to tasks such
as depression classification, PTSD classification,
and suicidal risk assessment.

2 Background and Related Work

We find inspiration in previous work that addressed
explainability, reusability, efficiency under low-
resource scenarios, and integration of domain ex-
pertise. We focus primarily on research that was
carried out in the domain of mental health.

Explainability. Neural networks are black-box
models that lack transparency and explainability.
Structural analyses of neural networks (Vig et al.,
2020), such as probing, has become a popular ap-
proach to investigate linguistic properties learned
by language models (Wu et al., 2021; Chi et al.,
2020; Belinkov et al., 2018; Hewitt and Manning,
2019; Tenney et al., 2018). However, these analy-
ses do not explain how the models use their latent
information for their tasks and how they reach their
decisions. These drawbacks are especially prob-
lematic in the mental health domain (Carr, 2020).
Linear models implemented with feature engineer-
ing can be analyzed via global feature importance
scores, but they do not necessarily provide expla-
nations at a query-level. Model-agnostic explana-
tion frameworks such as SHAP or LIME values
(Lundberg and Lee, 2017; Ribeiro et al., 2016) can
provide query-level, or local, feature importance
scores, but they are approximate explanations of
the underlying model. Our approach provides (1)
global and local feature importance scores, and (2)
evidence from input text data that led to its output.

Reusability. Recent models in the mental health
domain are often task-specific or data-specific. Ex-
amples include features extracted from metadata
(Guntuku et al., 2017), or neural architectures that

either fine-tune their embeddings (Orabi et al.,
2018) or have task-specific layers (Matero et al.,
2019). While task-specific designs can boost ac-
curacy, they are difficult to extend to multiple ap-
plications. Furthermore, Harrigian et al. (2020)
show that models trained for a task in the mental
health domain do not generalize across test sets that
originate from different sources. Because our mi-
cromodels are built on task-agnostic data, they are
reusable for multiple applications within a domain.

Efficiency in Low-Resource Scenarios. Obtain-
ing data in the mental health domain is difficult
because of the sensitive nature of data and the
need for expert annotators. While researchers have
turned to proxy-based annotations, in which data
is annotated using automated mechanisms (Yates
et al., 2017; Winata et al., 2018), these datasets
have caveats and biases (Aguirre et al., 2021; Cop-
persmith et al., 2015). These data limitations make
it difficult to apply standard neural methods.

Integrating Domain Expertise. Psychologists
have long studied effective methods for assess-
ing patients for various mental health illnesses.
Assessment modules such as the Patient Health
Questionnaire-9 (PHQ-9) (Kroenke et al., 2001)
or PTSD Checklist (PCL) (Ruggiero et al., 2003)
allow physicians to reliably screen for the presence
or severity of various mental statuses.

Similarly, cognitive distortions are irrational or
exaggerated thought patterns that can reinforce neg-
ative emotions, often exhibited by depressed pa-
tients (Beck, 1963). Recognizing and treating these
negative thought patterns is the focus of cognitive-
behavior interventions (Kaplan et al., 2017). The
PHQ-9 and an example categorization of cognitive
distortions can be found in the appendix.

While these assessment modules and methods
are used in clinical settings, it has been unclear
how to incorporate them into automated systems.
In our work, we are able to represent responses
to these questionnaires and instances of cognitive
distortions using micromodels. This allows our
models to leverage domain knowledge.

3 Micromodel Architecture

Our micromodel approach is inspired by recent
work in microservice architectures—an organi-
zational design in which applications are built
from a collection of loosely coupled services
(Nadareishvili et al., 2016). Each of these services
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Figure 1: One training step for a task-specific classifier, given a collection of pre-built micromodels. The input
(1) is a set of utterances and a single label. Our micromodels (ii) process each utterance to produce a set of binary
vectors (iii). Here the vectors have three elements because our example contains three utterances. Aggregators (iv)
summarize the binary vectors in a feature vector (v). A task specific classifier takes the feature vector as input and
makes a prediction, which is compared to the true label to make an update. Note that the classifier only sees the

feature vector (v) and its corresponding label for training.

typically has a fine-grained focus of responsibility.
In a similar manner, we build a collection of micro-
models, with each one responsible for identifying
a specific linguistic behavior.!

3.1 Micromodels

A micromodel identifies a specific linguistic behav-
ior. We use binary classifiers for their simplicity,
but our architecture is general enough to allow for
other representations. A micromodel can rely on
any algorithm, from decision trees and heuristics
to linear models and neural networks.

Each micromodel is responsible for representing
a specific linguistic behavior. For mental health,
we developed a set of micromodels that represent
examples of cognitive distortions or responses to
the PHQ-9 mental health questionnaire: one mi-
cromodel identifies expressions of apathy or lack
of enthusiasm (PHQ-9 question 1), while another
identifies examples of all-or-nothing thinking (cog-
nitive distortion), and so on. We describe the pro-
cess of constructing a micromodel in Section 3.3.

3.2 Architecture

Figure 1 shows our micromodel architecture. At
the heart of the architecture is the collection of mi-

"This is where our term micromodel comes from — each
model has a fine-grained focus of responsibility. We are not
referring to each model’s memory footprint.

cromodels M = {mmy, ..., mm,, }. Micromodels
are pre-built using a task-agnostic dataset (see Sec-
tion 3.3), and are not updated during task-specific
training.? The six steps of our architecture are:

(i) Let (S;,y;) be one training data instance,

where S; contains multiple utterances {sq, ..., s; }
and y; is the corresponding label for the whole set.
For instance, imagine a task of predicting a Twitter
user’s mental status given their recent tweets. S;
would be the user’s tweets, where each s € S; is
a single tweet, and y; is the user’s mental status.
Note that there are no utterance-specific labels.
M produces a binary value for each utterance
s € S;. A value of 1, or a "hit", indicates that
utterance s is an example of the linguistic behavior
that mm; is looking for. We only use binary values
in this work, but our architecture allows non-binary
outputs too. The result is n binary vectors v of
length k, one from each micromodel. Note that
each binary vector v; represents the indices in S;
where the target behavior of mm; can be found.

(iv, v) Each binary vector is fed through a set
of aggregators. Each aggregator maps the set of
binary vectors into a feature vector that can be used

This is an intentional choice to prevent model drift. If
we allowed updates to the task-specific models their model
capacity may be repurposed to do something other than their
original design intended.
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for classification. An aggregator can perform any
computation. For example, it could calculate the
ratio of hits in the binary vector. The resulting fea-
ture values would then represent the proportion of
utterances that demonstrate each specific linguistic
behavior. We focus on one-to-one mappings be-
tween a micromodel and a feature value, but they
can also be many-to-one or one-to-many operations.
Together, steps (i1)-(v) could be considered a model
that converts input text to a vector representation
in an interpretable way.

(vi) The feature vector and its corresponding la-
bel y; are passed to a task-specific classifier. We
use explainable boosting machines (EBM) (Nori
et al., 2019; Caruana et al., 2015), a type of gen-
eralized additive model (GAM) (Lou et al., 2012,
2013). These produce a prediction by adding to-
gether a set of functions of one or two input fea-
tures. Each function is trained using bagging and
gradient boosting. The result is a model that is
more flexible than a linear model, while still being
easy to interpret since it can be visualized as a set
of graphs, one per function (see Section 5 for an
example of this in practice).

While the above description was used for our
experiments, our framework itself is more general.

First, our micromodels are not limited to binary
values (iii). They can output continuous values,
such as BERT similarity scores (Section 3.3), as
long as the subsequent aggregators (iv) know how
to process them. A simple example of such ag-
gregation might be max-pooling the micromodel
output vector (iii). In this example, the resulting
feature value (v) would then represent the maxi-
mum similarity score that a micromodel identified
in the task-specific training data (i).

Second, in our experiments, the task-specific
classifier only sees the feature vector (v) during
training, and not the original input text data. This
is not a limitation of our architecture — other al-
gorithms of choice could be used, including those
that use neural features directly from the input text.
This may improve accuracy, but at the cost of in-
terpretability. Given the sensitive and high-risk do-
main of healthcare, where even the most accurate
models become impractical without explainability
(Caruana et al., 2015), we use EBMs in this work.

Third, researchers can give their own definition
of "Text Utterances" (i). In the CLPsych 2015
Shard Task (Section 4.1), we define each "Text Ut-
terance" to be a single tweet from a user. However,
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Lexical Outlier
Patterns Detection \\ ‘
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Figure 2: Data collection pipeline for each micro-
model. Our approach is an iterative approach, in which
the example corpus is updated with paraphrases. Op-
tionally, an outlier detection module can be incorpo-
rated in order to find the sentences that would add the
most diversity to the example corpus.

a different granularity could have been used, such
as a set of tweets or all tweets from a user. Such
grouping allows micromodels to capture contextual
information from each training data instance.
Note that only the task-specific classifier’s
weights are updated during training. The micro-
models are not updated — they are only used to
extract the linguistic patterns that we care about.
This is done for a few reasons: (1) We do this to
avoid each micromodel’s representation from shift-
ing away from their intended meaning; (2) Fine-
tuning each micromodel requires labels at a micro-
model granularity, rather than task-level granular-
ity. For instance, in the CLPsych 2015 Shared Task
data (Section 4.1), this means instead of (# of users)
annotations, we would need (# of micromodels) *
(# of tweets per user) * (# of users) annotations;
and (3) Not all micromodels have "weights", as
they can also be arbitrary heuristics (Section 3.1).

3.3 Building Micromodels using BERT

Each micromodel is intended to detect a specific
linguistic behavior. In order to build robust linguis-
tic representations, it is critical to give each micro-
model a diverse and representative sample of data.
However, annotating data can be time consuming
and expensive. We use BERT and Universal Sen-
tence Encoders (Cer et al., 2018) to rapidly col-
lect representative samples for each micromodel.
Our approach is inspired by work on collecting
data for dialogue systems. Specifically, Kang et al.
(2018), Larson et al. (2019), Larson et al. (2020),
and Stasaski et al. (2020) proposed ways to build a
diverse dataset by iteratively collecting data, start-
ing from a seed set and crowdsourcing paraphrases.
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Figure 2 depicts our pipeline for building our
micromodel datasets. For each micromodel, we
build an example corpus and gather paraphrases.
While crowdsourcing can be thought of a genera-
tive approach for paraphrasing, we take a retrieval
approach by using a BERT model to search for
semantically similar sentences in a separate cor-
pus of unstructured text data. In particular, we use
anonymized posts from the r/depression subreddit?,
a peer support forum for anyone struggling with
a depressive disorder. While any corpus can be
used to retrieve paraphrases, it is important that
the linguistic phenomena that is of interest will
be prevalent in the corpus. We used Sentence
Transformers (Reimers and Gurevych, 2019)* and
the "paraphrase-xIm-r-multilingual-v1" pre-trained
model for our semantic similarity searches.

There are multiple ways to initialize the example
corpus. One can build lexical queries by speci-
fying patterns based on parsers or lexicons and
apply them on a text corpus. For instance, to find
examples of the labeling cognitive distortion (at-
taching a negative label to oneself), a lexical query
might look for sentences that contain a first per-
son pronoun with a nominal subject relation with
a negative token according to the LIWC lexicon
(Pennebaker et al., 2001).

While this may seem like an overly simple and
generic pattern, because the lexical query is ap-
plied on a text corpus that pertains to depression,
we are able to retrieve many examples of the target
behavior, in this case the labeling cognitive distor-
tion. It is important to consider which text corpus
the lexical query is being applied to. To prevent
micromodels from overfitting on these rule-based
patterns, it is critical to run through multiple itera-
tions of the BERT similarity search while updating
the example corpus each round. This step will iden-
tify examples of the target linguistic behavior that
do not match the lexical query.

Note that this step can be pseudo-automated in a
couple of ways. One way is to apply a "negation"
lexical query on the BERT results. For instance, in
the example lexical query above, given new exam-
ples of the labeling cognitive distortion according
to BERT, one might apply a lexical query for utter-
ances that do not contain a first person pronoun or a
negative LIWC token. This would identify seman-
tically similar but syntactically diverse samples to

*https://www.reddit.com/r/depression/

*https://github.com/UKPLab/
sentence-transformers

be added back to the example corpus.

We also follow Larson et al. (2019) and use a
Universal Sentence Encoder to identify outliers
from our BERT results. This helps us identify ut-
terances that would add the most diversity when
added back to the example corpus. We use Snorkel®
(Hancock et al., 2018; Ratner et al., 2017, 2016) to
construct our lexical queries.

Note that given an example corpus, applying a
BERT similarity search between an input sentence
and the example corpus can also be a form of a
micromodel. Once we have collected examples
of a specific linguistic behavior, if the input sen-
tence has a similarity score above a threshold value
with any of the examples, our micromodel would
return a value of 1, and a value of O otherwise.
We call this a BERT query and use a handful of
them for our experiments. These BERT queries are
able to identify examples of nuanced concepts such
as cognitive distortions or a response to a PHQ-9
question, allowing us to build contextual features
that represent domain expertise. Note that a BERT
query micromodel does not require training, as we
only use its inference against an example corpus.

3.4 Discussion: Feature Engineering,
Ensemble Models, and Micromodels

Prior to neural models, many NLP systems used
linear models with manually defined input features.
The process of defining these input features, some-
times called feature engineering, includes common
features (e.g., unigrams, bigrams, trigrams) and
domain-specific features (e.g., what time of day
this tweet was posted). One appeal of neural net-
works is that they can automatically learn how to
combine components of the input (e.g., unigrams,
timestamps) to get informative features. While our
approach has some similarities with feature engi-
neering, there are several key differences.

First, micromodels are using external data (such
as the r/depression subreddit - Section 3.3) to learn
specific linguistic phenomena. This means they can
learn things that cannot be learned from the task-
specific data alone, particularly if data is limited.

Second, feature engineering typically produces
a huge number of features, whereas we have on
the order of tens of micromodels. This is critical
for interpretability, as we can look at the output
of all our micromodels and at the patterns learned

Shttps://github.com/snorkel-team/
snorkel
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by the EBMs. In contrast, it would be difficult to
meaningfully interpret, for example, the weights
assigned to all bigrams.

Third, the primary question for feature engineer-
ing is how to best summarize the available training
data, while the primary questions for our approach
are what data should be leveraged and what mod-
els should be built to understand and describe the
training data. Another way to view this nuance is
that feature engineering extracts task-level features
that suit the data for a given task. Micromodels, on
the other hand, build task-agnostic, domain-level
features that can be applied on multiple tasks.

Lastly, features from prior work are typically
syntactic, statistical, or derivative features, such as
lexical term frequencies (Coppersmith et al., 2014),
extractions from metadata (Guntuku et al., 2017),
or sentiment analyses scores (Chen et al., 2019).
In addition to these features, we are able to build
contextual features using contextualized language
models, which are able to capture more nuanced
concepts reflecting domain expertise. While word
embeddings have been used as features before (Mo-
hammadi et al., 2019), they are often difficult to
interpret. On the other hand, because the researcher
defines the behavior of each aggregator, our result-
ing feature vector is easy to interpret.

Because a micromodel architecture orchestrates
multiple models, it may appear similar to ensemble
learning. The key difference is that every model
in an ensemble learns the same task, while the mi-
cromodels each have a different aim. Micromodels
are also intended to be used across tasks, whereas
the models in an ensemble are task specific.

4 Evaluation

We evaluate our micromodel architecture in terms
of accuracy, reusability, and efficiency under low-
resource scenarios. We also address the explain-
ability properties of our model in Section 5.

4.1 Data

CLPsych 2015 Shared Task (Coppersmith
et al., 2015). This data contains tweets from 1,146
users labeled as Depression, PTSD, or Control.
Users annotated as depressed or PTSD were based
on self-identified diagnosis in tweets, which were
removed afterwards. For each user identified as de-
pressed or PTSD, an age- and gender-matched user
was randomly sampled as a control user. For each
user, up to 3,000 of their most recent public tweets

were collected. The tasks include (1) classifying
depression users versus control users (D vs. C),
(2) classifying PTSD users versus control users (P
vs. C), and (3) classifying depression users versus
PTSD users (D vs. P).

CLPsych 2019 Shared Task  (Shingetal., 2018;
Zirikly et al., 2019). This data is from Reddit
users who have posted in the r/SuicideWatch ©
subreddit, a peer support forum for anyone strug-
gling with suicidal thoughts, and were annotated
with 4 levels of suicidal risk (no risk, low, mod-
erate, severe). A group of users who have never
posted on r/SuicideWatch was used as a control
group. The shared task includes 3 tasks: Task A is
risk assessment looking only at the users’ posts in
r/SuicideWatch. Task B is also risk assessment, but
also provides posts across other subreddits. Task
C is about screening, with only posts that are not
in r/SuicideWatch available, which removes self-
reported evidence of risk.

4.2 Experimental Setup

We use 20 micromodels consisting of algorithms
such as SVM, BERT queries, as well as heuristics.
The choices for our micromodels were mainly mo-
tivated by existing tools commonly used by prac-
titioners in the mental health domain, such as the
PHQ-9 questionnaire and cognitive distortions. Out
of the PHQ-9 questions and cognitive distortions,
those with abundant examples in the r/depression
subreddit were built as micromodels. Other lin-
guistic behaviors that practitioners have studied
(Zahn et al., 2015; Abraham and Fava, 1999; Levy
and Deykin, 1989; Swearer et al., 2001; Cohan
et al., 2018) were included as well. Details about
each micromodel can be found in Table 1. For our
SVM micromodel, we use a linear kernel and a
bag of words feature representation /. Our Mental
Illness, Antidepressants, Depression, and PTSD
keyword micromodels use a carefully curated map-
ping of health conditions to n-grams®, which were
extracted from Benton et al. (2017), and simply
return 1 if any corresponding keywords are found
in the input utterance. Similarly, our LIWC micro-
models return 1 when a keyword for each emotion
is found according to LIWC. Each BERT query

Swww.reddit .com/r/SuicideWatch/

"https://scikit-learn.org/stable/
modules/generated/sklearn.svm.SVC.html

Shttps://github.com/kharrigian/
mental-health-keywords
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Name Algorithm Category Corpus Size  Reference that motivated this micromodel
All-or-Nothing Thinking SVM Cognitive Distortion - Beck (1963); Bridges et al. (2010)
Labeling BERT Query Cognitive Distortion 106 Beck (1963); Bridges et al. (2010)
Fortune-Telling Error BERT Query Cognitive Distortion 220 Beck (1963); Bridges et al. (2010); Sastre-Buades et al. (2021)
Loss of Concentration BERT Query PHQ-9 38 Kroenke et al. (2001)
Feeling Down, Depressed BERT Query PHQ-9 195 Kroenke et al. (2001)
Poor Appetite or Overeating BERT Query PHQ-9 49  Kroenke et al. (2001)
Self Harm BERT Query PHQ-9 54 Kroenke et al. (2001)
Feeling Worried, Nervous, Anxious BERT Query GAD-7 66  Spitzer et al. (2006)
Diagnosis BERT Query Other 55
Self-Blaming BERT Query Other 37 Zahnetal. (2015)
Substance Abuse BERT Query Other 109  Abraham and Fava (1999); Levy and Deykin (1989)
Victimhood BERT Query Other 73 Swearer et al. (2001)
Mental Illness Keywords Logic Other - Cohan et al. (2018)
Antidepressants Keywords Logic Other
Depression Keywords Logic Other
PTSD Keywords Logic Other
LIWC Sadness Logic Other Cohan et al. (2018)
LIWC Anger Logic Other Cohan et al. (2018)
LIWC Joy Logic Other Cohan et al. (2018)
LIWC Fear Logic Other Cohan et al. (2018)
Table 1: The micromodels we developed for this work.
Model Expl? Reuse? DvsC PvsC DvsP include alogistic regression model, which has been
n=654 n=492 n=573  , gimple yet effective benchmark in similar tasks
LR v’ v’ 0.8 0.817 0.785 (Harrigian et al., 2020), as well as a convolution
CNN v’ 0.79 0.85 0.87  peural network (CNN) based on Orabi et al. (2018).
UMD 0.86 0.893 0.841 . .
WWBP 0904 0916 0.81 Lastly we include any AUC scores that were avail-
MM v’ v’ 0.821 0936  0.892  able from system submissions from the shared task.

Table 2: AUC scores for various approaches, where
LR is a logistic regression model, CNN is a convolu-
tional neural network, and MM is our micromodel ap-
proach. UMD is from Resnik et al. (2015), WWBP is
from Preotiuc-Pietro et al. (2015) — these two systems
were the only ones that reported AUC scores and are
directly comparable to ours. We also indicate whether
each approach is explainable and reusable.

micromodel has its own example corpus built us-
ing our data collection pipeline (Section 3.3), and
uses a similarity score threshold value of 0.85. We
use two aggregators. One is as described in Sec-
tion 3.2, which returns the ratio of hits in a binary
vector. The other aggregator looks for "windows":
segments within each binary vector where many
hits occur close to one another. These windows
may represent temporal "episodes" — for instance,
a period in which someone felt apathetic (PHQ-9
question 1), or a period in which someone had a
sleeping disorder (PHQ-9 question 3) and so on.

4.3 Results and Analyses

Accuracy. We follow prior work (Resnik et al.,
2015; Preotiuc-Pietro et al., 2015) and use ROC
area-under-the-curve (AUC) to evaluate the accu-
racy of our approach, along with a wide range of
baseline models and present them in Table 2. We

Our approach consistently demonstrates high AUC
scores, with the highest AUC scores for classifying
PTSD users against control users and depression
users against PTSD users.

Efficiency in Low-Resource Scenarios. Gather-
ing and annotating data can be both time consum-
ing and expensive, especially within the mental
health domain. Our approach can work with rel-
atively little task-specific data. The micromodels
are not retrained, and the task-specific classifier
can work with limited data because it is (1) a rel-
atively simple model, and (2) informed by the mi-
cromodels. Figure 3 shows the AUC scores of our
approach compared to our baseline models with
various amounts of task-specific annotated data.
We consider five sets; the first has a random sample
of 1/16th of the available training data, and each
subsequent set has twice as much data. We show
results averaged over five runs of this data sampling
process. Unlike the baseline models, our approach
stays robust down to just 1/4th of the training data.

Reusability. Because micromodels are task ag-
nostic, they can be reused for tasks within the same
domain. This contrasts with the standard way of
developing models, where the annotation scheme,
embeddings, model structure, and so on, are care-
fully designed, curated, or fine-tuned per task.
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Figure 3: AUC scores for various models under low-resource scenarios. Each curve is an average of 5 runs, with
random samples of training data for each run. Our micromodel approach (MM) converges in performance with
half, and sometimes just a quarter of the task-specific annotation data. While logistic regression (LR) sees a more
linear improvement and a convolutional neural network (CNN) sees sporadic jumps in performance, our approach
flattens out early, indicating early convergence and less reliance on the annotated data.

In order to demonstrate the reusability of our
micromodels, we also apply them to the CLPsych
2019 shared task. Note that none of the micromod-
els were updated — only the weights for the EBM
classifier were learned using the annotated data. Ta-
ble 3 shows the macro-F} scores of our approach
amongst the systems submitted to the shared task’.
Because we care about reusability, they are sorted
by their average ranking across the three tasks.

There are a couple of observations to make from
these results. First, despite not having any task-
specific design in place, our approach ranks 3rd
amongst the systems on average. Second, our ap-
proach is one of the best performing approaches
for Task C. Unlike the first two assessment tasks,
Task C is concerned with screening for suicidal
risk given none of their posts from r/SuicideWatch.
Because of the lack of self-reported evidence of
any suicidal ideation, this task was considered the
hardest task, as evident by the low F scores. Since
our suite of micromodels are built to identify vari-
ous linguistic traits of depressive users, even with-
out immediate signals of suicidal ideation, our ap-
proach is able to detect signs of depression, a pre-
cursor for suicide risk, and screen for users with po-
tential risk of suicide. We believe this demonstrates
our micromodels’ ability to understand domain-
level concepts, rather than task-specific patterns,
thus allowing our micromodels to be reused in mul-
tiple tasks within the same domain.

5 Step-wise Explanations

Our micromodel architecture provides various lev-
els of explanations during each step. We first

"We exclude systems without paper submissions

r/SuicideWatch Data?
Only Yes No
Model (Task A) (Task B) (Task C)
Mohammadi et al. 0.481e 0.339¢ 0.268e
Matero et al. 0.459¢ 0.457e 0.176
Micromodels 0.395 0.274 0.255
Ambalavanan et al. 0.477e 0.261 0.159
Rissola et al. 0.291 0311e 0.136
Morales et al. 0.178 0.212 0.165
Iserman et al. 0.402e 0.148 0.118
Bitew et al. 0.445e - -
Allen et al. 0.373 - -
Hevia et al. 0.312 - -
Ruiz et al. - 0.370e -
Chen et al. - 0.358e -
Table 3: Macro-F} scores of micromodels and sys-

tem submissions from the CLPsych 2019 Shared Task.
To understand the reusability of each system across the
three tasks, they are sorted by the average of their rank-
ings on each task. e indicates scores higher than that of
our approach.

demonstrate the explanations provided by EBM
classifiers before walking through each step.

EBMs are additive models in which a nonlinear
function f; is learned for each input feature . One
can calculate global feature importance scores by
applying each feature function f; on every point ¢
in the training data. We then take the average of
the absolute value of f;(t) for each feature i:

FeatureImportance; = avg(abs(fi(t))),t €T (1)

where T is our entire training data. Figure 4 shows
the top 10 most important features for the three
CLPsych 2015 shared tasks. Similarly, we can
explain the model’s decision for a specific instance
t € T by simply applying f;(t) for each i.
Inspecting the plots of each f; also provides a
granular explanation of our classifier. Figure 5 con-
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Figure 4: Ten most important features according to
their average global feature importance scores on the
three CLPsych 2015 shared tasks: depression versus
control, PTSD versus control, and depression versus
PTSD. Features ending in "w" are features from the ag-
gregator that looks for windows of hits.

tains examples of two of the feature functions from
the depression detection task. The x-axis indicates
the ratio of hits for each micromodel — in the con-
text of this task, this represents the ratio of tweets
per user that contain a specific linguistic behavior.
While fpiagnoses produces a strong signal when a
user contains any tweets that exhibit a diagnosis
statement, fLabe“ng produces a strong signal when
more than roughly 0.75% of a user’s tweets contain
an example of the labeling cognitive distortion.

Other than the EBM classifier, our approach also
provides explanations throughout each step. The
first step consists of the micromodels, whose ex-
plainability depends on their underlying algorithms.
The choice of these models likely involves a trade-
off between accuracy and explainability.

The binary vectors produced by the micromodels
indicate the utterance in which a specific linguistic
behavior can be found. This provides provenance
for our feature vector — we can use them to look
up the sentences in the original input text before
they were featurized. Figure 5 demonstrates this
process '°. Such text data provides evidence for the
model’s decisions. This text data can be combined
with the feature importance scores to understand
how they affected the model’s decisions, or to un-
cover patterns in the users’ behaviors.

As for aggregators, in this work we use simple
and intuitive operations, making the resulting fea-
ture vector easy to interpret. Note that without an

%We use fabricated examples to protect the identity of
Twitter users in the dataset.
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or “Labeling T~
: Binary Original
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Figure 5: Explanations provided by various steps in
the micromodel architecture. The feature functions f
provide details on how each feature contributes to the
classifier’s decisions. The binary vectors indicate the
location of each micromodel’s hits in the input text data,
allowing us to look them up as evidence.

interpretable feature vector, the feature functions
fi also become difficult to understand as well.

6 Conclusion

In this paper, we introduced a new framework that
uses a collection of micromodels to tackle various
tasks within the mental health domain. Rather than
directly applying contextualized language models
to a task, we use them to rapidly collect diverse
samples to build micromodels, which leads to a
distributed-learning paradigm. Incorporating con-
textual language models in our data collection al-
lows us to capture nuanced behaviors such as cog-
nitive distortions. Furthermore, our pipeline allows
us to leverage any amount of external data, rather
than extracting features within the task domain.

The resulting micromodels allow us to build
contextual features, each of which can represent
linguistic behaviors or domain knowledge. Such
a feature vector is intuitive to interpret while be-
ing effective for classifiers to learn from, even in
low-resource scenarios in which not a lot of task-
specific annotation data is available. Our approach
provides explanations throughout the entire deci-
sion making process, including both global and lo-
cal feature importance scores, as well as the exact
locations of the text that contributed to the model’s
decisions. Because our micromodels are built in a
task-agnostic manner, they can be reused for multi-
ple tasks within the same domain.

The code for our micromodel architecture is
publicly available at https://github.com/
MichiganNLP/micromodels.git.
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7 Ethical Considerations

While we believe our approach takes a step towards
the application of intelligent systems to data-poor
or sensitive domains such as mental health, it is
important to discuss potential risks, harm, and lim-
itations of our work.

Because our approach heavily relies on micro-
models that represent linguistic behaviors or do-
main knowledge, it is critical that their represen-
tations are faithful. The authors responsible for
building our micromodels were trained on cogni-
tive behavior therapy and cognitive distortions. It is
important to have trained experts heavily involved
throughout our data collection process and guiding
the evaluation of how accurate the micromodels
are. This leads to a limitation of our work. While
we evaluated our approach in an end-to-end man-
ner for various tasks, we found it challenging to
evaluate the micromodels in isolation. The diffi-
culty in building test sets arise from not only the
effort involved in gathering accurate annotations,
but also from requiring high coverage and diversity
of linguistic phenomena in the data as well.

Lastly, Aguirre et al. (2021) demonstrate that
the CLPsych 2015 shared task dataset is not de-
mographically representative. Our work is only a
proof of a concept, and to be applied in a real world
scenario, a non-biased dataset should be used.
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A Feature Importance Scores

Figure 1 lists the global feature importance scores
for the features used in classifying 1) depression
versus control, 2) PTSD versus control, and 3) de-

pression versus PTSD.

B Cognitive Distortions

Table 1 lists some common examples of cognitive
distortions, along with their definitions and some

examples.

C PHQ-9 Questionnaire
Table 2 lists the PHQ-9 Questionnaire.

Figure 1: Global feature importance scores of the EBM
classifiers trained on depression vs condition, PTSD vs
condition, and depression vs PTSD. Features ending in
"w" are features from the aggregator that looks for win-
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Name

Description

Examples

All-or-Nothing Thinking

Overgeneralization

Labeling

Fortune-Telling Error

Disqualifying the Positive

Seeing things in extreme, black-and-white
categories. Thinking in absolutes such as
"always", "never", or "every".

Seeing a single negative event as a never-

ending pattern of defeat.

Creating a completely negative self-image
based on one’s errors. Attaching a negative
label to oneself.

Anticipating that things will turn out badly
and feeling convinced that one’s predic-
tions are already-established facts.
Rejecting positive experiences by insist-
ing they "don’t count” for some reason or
other.

"I’'m a total failure."
"I never do anything right."

"She said no — I'm never going to get a
date. I’'ll be lonely all my life."

"I didn’t get the job. I’ll never find a job."
"I’'m an idiot!"

"I’'m a loser."

"I’ll make a fool of myself."
"I’ll never get better."

(After a compliment) "They’re just being
nice."
"That was a fluke."

Table 1: Definition and examples of common cognitive distortions according to Burns and Beck (1999)

PHQ-9 Questionnaire

03N N kW~

. Little interest or pleasure in doing things

. Feeling down, depressed, or hopeless

. Trouble falling or staying asleep, or sleeping too much
. Feeling tired or having little energy

. Poor appetite or overeating

. Feeling bad about yourself or that you are a failure or have let yourself or your family down
. Trouble concentrating on things, such as reading the newspaper or watching television

. Moving or speaking so slowly that other people could have noticed.

Or the opposite being so figety or restless that you have been moving around a lot more than usual
9. Thoughts that you would be better off dead, or of hurting yourself

Table 2: PHQ-9 Questionnaire according to Kroenke et al. (2001)
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