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Abstract

Language use differs between domains and
even within a domain, language use changes
over time. For pre-trained language models
like BERT, domain adaptation through contin-
ued pre-training has been shown to improve
performance on in-domain downstream tasks.
In this article, we investigate whether temporal
adaptation can bring additional benefits. For
this purpose, we introduce a corpus of social
media comments sampled over three years. It
contains unlabelled data for adaptation and
evaluation on an upstream masked language
modelling task as well as labelled data for fine-
tuning and evaluation on a downstream docu-
ment classification task. We find that temporal-
ity matters for both tasks: temporal adaptation
improves upstream and temporal fine-tuning
downstream task performance. Time-specific
models generally perform better on past than
on future test sets, which matches evidence
on the bursty usage of topical words. How-
ever, adapting BERT to time and domain does
not improve performance on the downstream
task over only adapting to domain. Token-
level analysis shows that temporal adaptation
captures event-driven changes in language use
in the downstream task, but not those changes
that are actually relevant to task performance.
Based on our findings, we discuss when tem-
poral adaptation may be more effective.

1 Introduction

Language use differs between domains and even
within a domain, language use changes over time.
In different domains, different communities share
different social experiences as well as topical inter-
ests and thus produce different language (Church
and Gale, 1995; Blei et al., 2003). At different
times, some topics are discussed more actively
while others fade into the background (Church,
2000; Altmann et al., 2009; Pierrehumbert, 2012).
For NLP tasks, model performance therefore de-
pends at least in part on how training and test data

align in terms of domain and temporality. Senti-
ment analysis models trained on film reviews, for
example, perform worse on restaurant reviews (Liu
et al., 2019). Similarly, gender and age prediction
models trained on one year’s data perform increas-
ingly worse on later years (Jaidka et al., 2018).

The widespread use of pre-trained language mod-
els like BERT (Devlin et al., 2019) motivates ad-
ditional considerations about data selection. Such
models are first trained upstream on large unla-
belled corpora to learn general-purpose language
representations (pre-training) before labelled task
data is introduced downstream in a separate train-
ing phase (fine-tuning). In this setting, the choice
of unlabelled pre-training data influences down-
stream model performance like the choice of la-
belled fine-tuning data does. In particular, we know
that domain information, i.e. where pre-training
data is sampled from, is highly relevant for down-
stream tasks. Domain adaptation, i.e. additional
pre-training of an already-pre-trained model on do-
main data, has been shown to improve performance
on a wide variety of in-domain downstream tasks
(e.g. Gururangan et al., 2020). By contrast, there
is little insight so far into the relevance of tempo-
rality in pre-training, i.e. when pre-training data is
sampled from, as it relates to downstream tasks.

In this article, we work towards closing this re-
search gap by investigating whether adapting BERT
to time and domain can improve performance on a
downstream document classification task relative
to only adapting to domain. Our hypothesis is that
temporal adaptation can capture changes in lan-
guage use such as topical shifts that are relevant to
the downstream task, which time-agnostic domain
adaptation cannot account for.

To enable our analysis, we introduce a bench-
mark corpus of English-language text comments
sampled from the social media site Reddit over
three years. The corpus, which we call the Reddit
Time Corpus (RTC), consists of a large set of un-
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labelled comments for adaptation and evaluation
on an upstream masked language modelling task
(MLM), and a smaller set of labelled comments for
fine-tuning and evaluation on a downstream five-
way document classification task, which we call
Political Subreddit Prediction (PSP).

We use RTC and a pre-trained BERT model to
conduct a series of experiments on the upstream
MLM and downstream PSP task (Figure 1). For
MLM, we evaluate scale effects in domain adap-
tation (DAda) relative to no adaptation (NAda) as
well as the effects of temporal adaptation (TAda).
For PSP, we evaluate scale effects in DAda in re-
lation to regular fine-tuning (RFt) as well as the
effects of temporal fine-tuning (TFt). Lastly, we
compare PSP performance across all six combina-
tions of these adaptation and fine-tuning strategies
(e.g. TAda+TFt). Overall, we find that tempo-
ral information matters for both tasks. TAda im-
proves MLM performance and TFt improves PSP
performance. DAda beats NAda on MLM and PSP.
However, we do not find clear evidence that TAda
outperforms DAda on PSP. More granular analy-
sis suggests that this is because the event-driven
changes in language use captured by TAda are not
discriminative, i.e. relevant, for the PSP task.1

Figure 1: Schematic of our experimental setup. BERT
is first adapted in one of three ways using unlabelled
data and evaluated upstream on a masked language
modelling task (MLM). Either adapted model is then
fine-tuned in one of two ways using labelled data and
evaluated downstream on Political Subreddit Predic-
tion (PSP), a five-way document classification task.

1We make our code available on https://github.com/paul-
rottger/temporal-adaptation.

2 Related Work

Previous work shows that models trained on texts
from one time period perform increasingly worse
on later time periods for a wide variety of tasks such
as review and news article classification (Huang
and Paul, 2018, 2019), gender and age prediction
(Jaidka et al., 2018), sentiment analysis (Lukes and
Søgaard, 2018) and hate speech detection (Nobata
et al., 2016; Florio et al., 2020). However, such
work has generally not used pre-trained models
(e.g. Jaidka et al., 2018) and even if they are used,
training and evaluation focuses on labelled task
data alone (e.g. Florio et al., 2020). By contrast,
our analysis aims to investigate the effects of un-
supervised temporal adaptation in pre-training on
downstream task performance.

Within the current paradigm of using pre-trained
language models, research has focused more on
the domain of pre-training data than its temporal-
ity. BERT and its variants have been pre-trained
from scratch on in-domain data to improve perfor-
mance on tasks such as hate speech detection (Tran
et al., 2020), as well as tasks in scientific (Belt-
agy et al., 2019), clinical (Huang et al., 2019) and
legal NLP (Zheng et al., 2021). Further, Gururan-
gan et al. (2020) demonstrate that domain adapta-
tion, a second phase of pre-training on in-domain
data, similarly improves performance on in-domain
downstream tasks (see also Alsentzer et al., 2019;
Chakrabarty et al., 2019; Lee et al., 2020). We use
their approach to domain adaptation as a baseline
and extend it to temporality.

Incorporating temporal information in model
pre-training has so far received little attention.
Literature on diachronic embeddings for captur-
ing temporal semantic change (e.g. Hamilton
et al., 2016b; Rudolph and Blei, 2018; Tsakalidis
and Liakata, 2020) is closely related, but mostly
concerned with learning representations across a
known time span and investigating their dynamics.
Hofmann et al. (2021a) jointly model social and
temporal information across time periods using
a BERT model, showing that this improves per-
formance on MLM and sentiment analysis. How-
ever, they do not evaluate task performance across
time periods. By contrast, we adapt BERT to spe-
cific time periods with the aim of improving per-
formance on a downstream task located in time.
More directly related to our approach, Lazaridou
et al. (2021) train autoregressive, left-to-right trans-
former models from scratch on unlabelled data sam-
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pled up to a specific point in time and then evaluate
them on a language modelling task using later data.
They find that performance degrades over time and
demonstrate that dynamic evaluation (Krause et al.,
2019), a form of unsupervised online learning, miti-
gates this degradation. By contrast, the BERT mod-
els we use learn representations through MLM and
are adapted to specific time periods, which is less
computationally expensive than pre-training from
scratch. Most importantly, we go beyond masked
language modelling and evaluate the effects of tem-
poral adaptation on a downstream document classi-
fication task, which is a more practically relevant
use case of pre-trained language models.

3 Experiments

3.1 Data: Reddit Time Corpus

The Reddit Time Corpus (RTC) covers three years
between March 2017 and February 2020 and is
split into 36 evenly-sized monthly subsets based
on comment timestamps. RTC is sampled from the
Pushshift Reddit dataset published by Baumgartner
et al. (2020). We provide a data statement (Bender
and Friedman, 2018) for RTC in Appendix A.

Adaptation: Unlabelled News Comments We
collect comments from r/news and r/worldnews,
two of the most-subscribed and most active sub-
reddits (i.e. discussion forums) on Reddit. r/news
is primarily focused on US news content while
r/worldnews describes itself as a “place for ma-
jor news from around the world, excluding US-
internal news”. Both subreddits explicitly forbid
overtly partisan posts in their community rules. For
each of 36 months in our analysis, we sample one
million comments, half from each of the two sub-
reddits, for model adaptation. In total, we sample
36 million news comments.

Fine-Tuning: Labelled Politics Comments We
collect comments from five subreddits for po-
litical discussion: r/the_donald, r/libertarian,
r/conservative, r/politics and r/chapotraphouse.
For each of 36 months in our analysis, we sample
25,000 comments at equal proportions across these
subreddits and label them by the subreddit they
were posted to, to create a balanced five-way clas-
sification task with equal class distribution across
months, which we call Political Subreddit Predic-
tion (PSP). 20,000 comments are used for model
fine-tuning. 5,000 comments are used for evalua-
tion, with labels for PSP and without for MLM. In

total, we sample 0.9 million politics comments.
The subreddits we chose for PSP gener-

ally correspond to different political ideologies.
r/the_donald was a subreddit for supporters of then-
US President Donald Trump. r/chapotraphouse
was one of the most active leftist subreddits, which
grew out of a popular podcast. Both subred-
dits were shut down by Reddit in June 2020
for hosting content that promoted hate and vio-
lence. r/conservative and r/libertarian are sub-
reddits for discussing conservative and libertarian
politics. r/politics is not explicitly ideological but
its subscribers tend to be liberal-leaning (Marchal,
2020). We thus expect distinctions between sub-
reddits in PSP to be at least partially predictable
based on comment text for two reasons: First,
because language use differs between subreddits
(Del Tredici and Fernández, 2017). Second, be-
cause distinguishing between political subreddits
can be seen as a proxy for text-based ideology pre-
diction, which is a well-established NLP task (e.g.
Conover et al., 2011; Iyyer et al., 2014; Kannan-
gara, 2018; Xiao et al., 2020).

Since both the labelled and the unlabelled com-
ments in RTC are sampled from the same platform,
we would expect some particular degree of sim-
ilarity in language use between them. Based on
Jaccard similarity of their vocabularies, comments
from different politics subreddits are about as sim-
ilar to each other as they are to comments from
the news subreddits (Table 1). Comments from all
subreddits are also more similar to each other than
to paragraphs from the BooksCorpus (Zhu et al.,
2015) that was used for pre-training BERT, along
with English Wikipedia content. This motivates our
use of news comments for domain adaptation. Fur-
ther, we know that topical shifts, particularly those
due to exogenous events, can drive changes in lan-
guage use in both news and politics comments. For
instance, Donald Trump’s impeachment in Decem-
ber 2019 was immediately and actively discussed
in news as well as politics subreddits. This moti-
vates our use of monthly subsets of news comments
for adapting models to both domain and time.

Pre-Processing During sampling, we restrict
RTC to English-language comments using the
langdetect Python library. We replace URLs
and emojis with [URL] and [EMOJI] tokens, re-
move line breaks and collapse white space. We
remove comments posted by bots, which we identi-
fied heuristically. We also remove comments that
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Table 1: Jaccard similarity between vocabularies for
random sets of comments (n = 50k) from the five po-
litical subreddits (LIB, CTH, CON, POL, T_D) as well
as the union of the two news subreddits (NWN) in RTC
and a random sample of paragraphs (n = 50k) from the
BooksCorpus (BC) used in BERT’s pre-training.

users have deleted from Reddit and drop duplicates
within each monthly subset of the corpus.

3.2 Model Architecture: BERT
We use uncased BERT-base (Devlin et al., 2019)
for all experiments. For adapting to unlabelled
news comments, we initialise BERT with default
pre-trained weights and then continue pre-training
on the MLM objective for one epoch, i.e. one pass
over all additional data. For fine-tuning on labelled
politics comments, we add a linear layer with soft-
max output and train for three epochs. Further
details on model training and parameters as well as
implementation can be found in Appendix B.

3.3 Upstream Task: MLM
Scale Effects in Domain Adaptation First, we
evaluate the relative advantage of adapting BERT
to domain using unlabelled news comments
(B+DAda) and the extent to which this advantage
scales with the amount of adaptation data. To elim-
inate temporal effects, news comments for adap-
tation and evaluation are sampled in equal propor-
tions across all 36 months in RTC. As an evalua-
tion metric, we report pseudo-perplexity, which we
calculate as the exponential of the average cross-
entropy loss across masked tokens (Table 2).

MLM performance clearly benefits from adapt-
ing to domain. Pseudo-perplexity on the test set
decreases by 57.22%, from 19.54 to 8.36, for
B+DAda with one million news comments com-
pared to B+NAda. Performance further improves
with the amount of adaptation data, although incre-
mental improvements are diminishing.

Adaptation Data Pseudo-Perplexity

0 (= B+NAda) 19.54
1 million 8.36
2 million 7.77
5 million 7.10
10 million 6.62

Table 2: Pseudo-perplexity of B+DAda on overall
MLM test set (n = 5k unlabelled politics comments)
for different amounts of adaptation data.

Temporal Adaptation Second, we introduce
temporality by adapting to and evaluating on com-
ments sampled from specific months. We adapt
pre-trained BERT to one million news comments
from each month in RTC, which yields 36 mod-
els (B+TAda). We then evaluate each month-
adapted model on each monthly test set of 5,000
politics comments, so that in total we perform
1,296 evaluations. Pseudo-perplexity is compara-
ble between models on the same test set but not
between different test sets. Thus, we report per-
centage differences in pseudo-perplexity relative to
the pseudo-perplexity of a domain-adapted control
model (B+DAda with one million news comments)
on a given test set. For readability, Table 3 shows
results for every fourth month.

Table 3: % difference in pseudo-perplexity of month-
adapted models (B+TAda) relative to the control
model (B+DAda). Rows correspond to adaptation sets
(n = 1m unlabelled news comments), columns to test
sets (n = 5k unlabelled politics comments).

For each monthly test set of politics comments,
the best-performing model is the one adapted to
news comments from the same month. When adap-
tation month matches test month, TAda outper-
forms DAda by 1.03% on average. For other
months, TAda generally performs worse than
DAda. As the temporal distance between adap-
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tation month and test month increases, TAda’s per-
formance decreases. Lastly, relative to the month
they were adapted to, models generally perform
better on past than on future test data. A one-sided
Wilcoxon signed-rank test of all pairs of matching
off-diagonal results (e.g. for a model adapted to 17-
12, tested on 18-12 vs. a model adapted to 18-12,
tested on 17-12) confirms that this finding is highly
significant (p < 0.001).

Token-Level Analysis To further investigate
why TAda outperforms DAda on MLM when
adaptation month matches test month, we analyse
changes in cross-entropy loss on individual masked
tokens and how they contribute to the overall per-
formance improvement.2 Since we would expect
dynamics of language use to vary between word
classes, we use part-of-speech (POS) tags to struc-
ture our analysis. Specifically, we apply the spaCy
POS tagger to all 36 test sets, link the tags to the
WordPiece tokens generated by BERT and then
compare performance improvements on masked
WordPiece tokens by POS tag (Figure 2).

Figure 2: Relative contribution to reduction in cross-
entropy loss, B+TAda over B+DAda on MLM, and rel-
ative frequency of masked tokens (n ≈ 1m) by POS.

Masked tokens in proper and common nouns
drive 67.09% of the overall performance improve-
ment. The former in particular contribute dispro-
portionately much (37.46%) despite making up just
4.76% of all masked tokens. The contribution of
tokens in other open-class words like verbs and ad-
verbs roughly matches their frequency. By contrast,
tokens in closed-class words such as conjugations
contribute disproportionately little.

Qualitative analysis of those tokens in proper
nouns for which cross-entropy loss was reduced

2BERT uses a WordPiece vocabulary. Each token is an
instance of a WordPiece, which may be a word or sub-word.

the most from TAda over DAda suggests that
TAda was most effective in capturing event-driven
changes in topical language use (Table 4). These
changes are generally bursty. The WordPiece
"##ugh" as in "Kavanaugh", for example, was not
used as part of a proper noun in any 2017 test
set. Its use peaked when Kavanaugh was pro-
posed for the US Supreme Court in September
2018 (107/5,000 test comments) and confirmed
the month after (67/5,000). After December 2018,
it was used at most nine times per test month.

Proper Noun Time Event

2019-nCov 20-02 WHO Covid press conference
Rex Tillerson 18-03 Fired by Trump
Aziz Ansari 18-01 Abuse allegations
Kim Foxx 19-04 Prosecuting Jussie Smollet case
Liz Warren 19-11 Presidential run
Moscow 19-08 Trump: "Moscow Mitch"
Tide pods 18-02 Meme about eating them
Cville 17-08 "Unite the Right" rally
Ciaramella 19-11 Revealed as CIA whistleblower
Kavanaugh 18-10 Supreme Court confirmation

Table 4: Top ten most-improved masked tokens (bold)
in proper nouns from TAda over DAda, the test month
the tokens are from and the event they correspond to.

3.4 Downstream Task: PSP
Scale Effects in Adaptation and Fine-tuning
First, we evaluate relative scale effects in domain
adaptation (DAda) and regular fine-tuning (RFt).
To eliminate temporal effects, we sample news
comments for adaptation as well as politics com-
ments for fine-tuning and evaluation in equal pro-
portions across all 36 months in RTC. Table 5 re-
ports macro F1 on a scale from 0 to 100. Since
there are five balanced classes in PSP, random
choice would yield an expected macro F1 of 20.

Table 5: Macro F1 of B+DAda+RFt on overall PSP
test set (n = 10k labelled politics comments). Rows cor-
respond to different amounts of adaptation data (unla-
belled news comments), columns to different amounts
of fine-tuning data (labelled politics comments).

Performance monotonically increases with the
amount of politics comments used for RFt. Even
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for large amounts of fine-tuning data, there is no
clear sign of a plateau. DAda using news com-
ments is relatively more effective when there is
less fine-tuning data. Its effectiveness moderately
scales with the amount of adaptation data, but the
biggest difference in performance is between the
non-adapted model (NAda) and the model adapted
using one million news comments, particularly for
smaller amounts of fine-tuning data.

Temporal Fine-Tuning Second, we introduce
temporality to PSP by fine-tuning and evaluating
models on labelled politics comments from spe-
cific months (TFt). We fine-tune a pre-trained,
non-adapted BERT model using 20,000 politics
comments from each month in RTC, which yields
36 models (B+NAda+TFt). We then evaluate
each month-tuned model on each monthly test
set of 5,000 politics comments. Just like pseudo-
perplexity in MLM, macro F1 on PSP is compa-
rable between models on the same test set but not
between different test sets. Therefore, we report
percentage differences in macro F1 relative to the
macro F1 of a control model with regular fine-
tuning (B+NAda+RFt with 20,000 politics com-
ments) on a given test set. For readability, we report
results only for every fourth month in Table 6.

Table 6: % difference in macro F1 of month-tuned
models (B+NAda+TFt) relative to the control model
(B+NAda+RFt). Rows correspond to fine-tuning sets
(n = 20k labelled politics comments), columns to test
sets (n = 5k labelled politics comments).

Overall, the results for month-tuned TFt models
on PSP resemble those for month-adapted TAda
models on MLM (Table 3). The best-performing
model on a given test month is the one fine-tuned
on politics comments from that month. When
fine-tuning month matches test month, TFt outper-
forms RFt by 5.09% on average. For other months,
TFt generally performs worse than RFt, although
there are some exceptions when fine-tuning and

test month are not far apart. For instance, TFt
models on average perform 1.11% better than the
RFt model on the test month directly after their
fine-tuning month. As temporal distance between
fine-tuning and test month grows, the performance
of TFt models generally worsens. Models gener-
ally perform better on past than on future test data
relative to the month they were fine-tuned on. A
one-sided Wilcoxon signed-rank test of all pairs
of matching off-diagonal results confirms that this
finding is highly significant (p < 0.001).

Adaptation and Downstream Effects Third,
we compare PSP performance across all six com-
binations of adaptation (NAda, DAda, TAda) and
fine-tuning strategies (RFt, TFt). Our main inter-
est is in evaluating whether TAda provides addi-
tional performance benefits on PSP compared to
DAda. As an evaluation metric, we report aver-
age macro F1 across all 36 monthly PSP test sets.
For models that incorporate temporality in adapta-
tion (TAda) and/or fine-tuning (TFt), we consider
those where adaptation and/or fine-tuning month
matches the test month. Given that we found adap-
tation to be more effective for smaller amounts of
fine-tuning data (Table 5), we report results for
fine-tuning sizes of 2,000 and 20,000 (Table 7).

2k 20k

B+NAda+RFt 35.95 43.21
B+DAda+RFt 39.11 43.84
B+TAda+RFt 39.01 43.81

B+NAda+TFt 37.59 45.41
B+DAda+TFt 40.19 46.02
B+TAda+TFt 40.38 46.12

Table 7: Average macro F1 across all 36 monthly PSP
test sets (n = 180k labelled politics comments) for
the six main model configurations, split between mod-
els using RFt and TFt. Best performance is bold.
Columns correspond to different amounts of labelled
politics comments used for fine-tuning.

Our central finding is that models adapted to
time and domain (TAda) show no clear perfor-
mance improvement over models adapted to just
domain (DAda). Macro F1 is marginally higher for
B+TAda+TFt than B+DAda+TFt, but marginally
lower for B+TAda+RFt than B+DAda+RFt. Fur-
ther, we find that DAda outperforms NAda and
that DAda is more beneficial for models fine-tuned
on less data, which matches results from Table 5.
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MLM Improvements and PSP Performance
Finally, we investigate why the benefits of TAda
over DAda on MLM (Table 3) did not manifest in
better performance on the downstream PSP task.
For this purpose, we focus on masked tokens in
proper nouns, which we identified as the main
driver of TAda’s MLM improvements (Figure 2).

Figure 3: Relative contribution to reduction in cross-
entropy loss, B+TAda over B+DAda on MLM, for
masked tokens in proper nouns (n = 48,107) by decile.

Figure 3 shows that TAda improvements in
MLM performance on masked tokens in proper
nouns are overwhelmingly driven by the top 10%
most-improved tokens (e.g. "2019-nCov"), which
we found to closely map onto exogenous news
events (Table 4). We relate this set of most-
improved tokens to PSP as follows: For each token,
we take the WordPiece it is an instance of and the
PSP test set the comment with the token is from. In
that test set, we then count how many subreddits the
WordPiece was used in and how many comments in
each subreddit the WordPiece was used in, filtering
only uses in proper nouns. For example, one of
the most-improved tokens is "Kavanaugh" in Oc-
tober 2018. That month, the WordPiece "##ugh"
was used in a proper noun in 67 out of 5,000 test
comments across all five politics subreddits.

Table 8 suggests that the tokens in proper nouns
that drive MLM improvements of TAda are not rel-
evant to the PSP task. First, most WordPieces corre-
sponding to these tokens are not distinctive of indi-
vidual subreddits, with 2,717 WordPieces (65.95%)
used in more than one subreddit in a given test set.
The more subreddits the WordPieces are used in,
the more frequent they are overall and within each
subreddit they are used in. Second, more distinc-
tive WordPieces are much rarer. WordPieces that
are used in fewer subreddits are used much less
frequently overall and used less frequently in the
subreddits that they do appear in. The 1,403 Word-
Pieces (34.05%) that are used in just one subreddit

Subs. WordPs Comments Avg. Freq.

1 1,403 1,789 1.28
2 769 2,316 1.51
3 559 3,336 1.99
4 570 6,950 3.05
5 819 33,090 8.08

Table 8: Frequency measures for WordPieces corre-
sponding to the top 10% most-improved tokens in
proper nouns by TAda over DAda for MLM (n = 4,120
after deduplication). Grouping is by the number of sub-
reddits (n = 5) that a given WordPiece was used in in a
given PSP test set (n = 5k). Average frequency is cal-
culated for the subreddits the WordPieces were used in
(Avg. Freq. = Comments / WordP’s / Subs.).

in a given test set are used on average in just 1.28
comments. 1,156 WordPieces are used in just one
comment.

4 Discussion

4.1 Results
We find that DAda yields large performance im-
provements on upstream MLM (Table 2) and
the downstream PSP document classification
task (Table 7) when compared to NAda, which
matches previous findings (Alsentzer et al., 2019;
Chakrabarty et al., 2019; Lee et al., 2020; Gururan-
gan et al., 2020). Further, DAda is more effective
when there is little fine-tuning data (Table 5).

We also find that temporality matters for both
MLM and PSP. For upstream MLM, TAda out-
performs DAda when adaptation month matches
test month (Table 3). For downstream PSP, TFt
outperforms RFt when fine-tuning month matches
test month (Table 6). For both tasks, model perfor-
mance decreases as the temporal distance between
(pre-)training and test set grows. These findings
are consistent with previous evidence for MLM
(Lazaridou et al., 2021) and other document clas-
sification tasks (e.g. Huang and Paul, 2018; Florio
et al., 2020). The results also illustrate a trade-off
between temporal specificity and generalisability
across time periods, which mirrors an equivalent
trade-off in domain adaptation (Gururangan et al.,
2020). Further, relative to the month they were
adapted to (Table 3) or fine-tuned on (Table 6),
models perform significantly better on past than on
future test sets for MLM and PSP. This matches
evidence on the usage of topical words, which tend
to occur in bursts, often triggered by an exogenous
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event, followed by a slower decay (Church, 2000;
Altmann et al., 2009; Pierrehumbert, 2012).

Despite these positive results for the individual
tasks, we cannot confirm that the benefits of TAda
over DAda, which are evident in MLM, trans-
fer downstream to PSP. DAda and TAda perform
about equally well on PSP (Table 7). This holds
for different fine-tuning strategies (RFt and TFt)
and different amounts of fine-tuning data.

Several trivial explanations for this negative find-
ing can be eliminated due to our systematic ex-
perimental approach. First, we know that the lan-
guage used in news comments is informative for
PSP, since DAda consistently outperforms NAda
on PSP (Tables 5 and 7). Second, we know
that discriminatory language cues for PSP change
over time, since TFt consistently outperforms RFt
when fine-tuning month matches test month, and
since TFt performs increasingly worse as tempo-
ral distance between fine-tuning and test month
increases (Table 6). Lastly, we know that TAda,
which uses news comments, allows models to cap-
ture some changes in language use in politics com-
ments, since for each monthly test set of politics
comments in MLM, the best-performing model is
the one adapted to news comments from that same
month (Table 3). Therefore, we can conclude that
the changes in language use in politics comments
that are captured by TAda using MLM on news
comments are by and large not the changes in dis-
criminatory language cues that are relevant to PSP.

In our token-level analysis, we find that most of
TAda’s improvements over DAda on MLM (Fig-
ure 2) are for masked tokens in nouns. Predictions
on masked tokens in proper nouns improve dis-
proportionately much, especially for tokens that
directly correspond to bursty changes in topical
language use driven by exogenous news events (Ta-
ble 4). However, in relation to the PSP task, the
WordPieces corresponding to these tokens gener-
ally appear non-discriminative, since most of them
are used in several politics subreddits rather than
just one (Table 8). Intuitively, many news events
are not just relevant to one political ideology, al-
though they may differ in the way they are framed
(Card et al., 2015; Demszky et al., 2019; Hofmann
et al., 2021b). In March 2018, for example, when
Donald Trump fired his secretary of state Rex Tiller-
son, an r/politics user in the corresponding test
set said they were "sympathetic" to him, while an
r/the_donald user called him a "globalist cuck".

Since TAda uses comments from news subreddits,
it cannot easily capture such distinctive frames.

4.2 Promising Uses of Temporal Adaptation

Based on our findings for this particular applica-
tion of TAda, we can formulate positive expec-
tations about the circumstances in which TAda
would likely be more effective.

First, we expect TAda to be more effective if it
captured changes in language use that were more
specific to individual classes in the downstream
task, i.e. more discriminative. Such changes in
language use would occur when an event is relevant
to just one class or when the same event is relevant
to different classes at different times. For instance,
learning about a regional news event in adaptation
would likely help a classifier distinguish between
comments from regional news sites.

Second, we expect TAda to be more effective
over longer time scales than the 36 months covered
by RTC. News and politics are suitable domains
for our analysis because topical shifts are visible
on short time scales (Figure 2), but over decades
and centuries rather than months and years, cul-
tural shifts and linguistic drift add to shorter-term
event-driven changes in language use (Hamilton
et al., 2016a,b). For tasks based on long-term cor-
pora, such as the Corpus of Historical American
English (Davies, 2012) temporal adaptation would
thus likely improve model performance.

Lastly, we may also expect TAda to be more
effective if it used pre-training objectives that were
more aligned with downstream tasks. Clark et al.
(2020a) argue that there is an inherent mismatch be-
tween task-agnostic pre-training that uses masked
tokens and fine-tuning that does not, which recent
work on discriminative pre-training tries to resolve
(Clark et al., 2020b). Future work could explore
the use of such techniques for model adaptation.

Even in circumstances in which TAda is effec-
tive, researchers and practitioners will need to con-
sider the performance trade-off between temporal
specificity and generalisability across time periods.
For example, when deploying a hate speech detec-
tion model for content moderation, performance
on newly posted content is most important, and
tailoring the model to the current month is desir-
able even at a cost to reduced performance on past
months. However, for applications where tempo-
rality is less relevant, more heterogeneous training
data sampled across months is preferable.
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5 Conclusion

In this article, we investigated whether adapting a
pre-trained BERT model to time and domain can
increase its performance on a downstream docu-
ment classification task compared to only adapt-
ing it to domain. Overall, we found no clear ev-
idence for this. By devising a systematic experi-
mental approach based on the novel RTC bench-
mark corpus, we showed that temporality is rele-
vant for both upstream MLM and the downstream
PSP document classification task. Temporal adap-
tation improved MLM performance and temporal
fine-tuning improved PSP performance. Further,
domain adaptation improved performance on both
tasks. Time-specific models generally performed
better on past than on future test sets for both tasks,
which matches evidence on the bursty usage of
topical words. However, the upstream benefits of
temporal adaptation for MLM did not translate into
better downstream performance on PSP compared
to domain adaptation alone. Token-level analysis
showed that temporal adaptation captured event-
driven changes in language use in downstream task
data, but not those changes that are relevant to
performance on it. This suggests that temporal
adaptation may well be effective for other tasks un-
der circumstances we outlined, which future work
could investigate.
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Ethics Statement

Data Collection All data in RTC is sampled
from the Pushshift Reddit dataset made publicly
available by Baumgartner et al. (2020). This
dataset, in turn, was collected via Reddit’s own pub-
lic API in line with the site’s terms of service. Our
use of this Reddit dataset was also approved by the
University of Oxford’s Central University Research
Ethics Committee. Labels for politics comments in
RTC were created from comment metadata, so that
no manual annotation was necessary.

Data Characteristics We describe the character-
istics of RTC in the main body of this paper and

provide additional detail in a data statement (Ben-
der and Friedman, 2018) in Appendix A. In partic-
ular, we highlight RTC’s limited scope in terms of
data source (Reddit) and language (English), which
limits the generalisability of models trained on it.

Intended Use The intended use of temporal
adaptation is as an alternative to existing strate-
gies for continued pre-training, particularly domain
adaptation. Our article explores a specific appli-
cation of temporal adaptation using monthly sets
of news comments for a downstream classification
task of politics comments. Temporal adaptation
could be applied to most other NLP tasks as long
as pre-training and task data can be located in time,
although the effectiveness of temporal adaptation
may differ. Effective temporal adaptation stands to
improve diachronic model performance and thus
reduce error rates in real-world applications.

Potential Misuse As with domain adaptation,
temporal adaptation creates a trade-off between
specificity and generalisability. Models adapted to
a particular time period and domain should not be
used for other time periods and domains without
careful consideration of resulting biases.

Environmental Impact Temporal adaptation is
more computationally expensive than just fine-
tuning using a (smaller) set of labelled task data
but much less computationally expensive than pre-
training from scratch on even larger unlabelled
datasets. Relative to the concerns raised around
the environmental costs of the latter (Strubell et al.,
2019; Henderson et al., 2020; Bender et al., 2021),
we consider the environmental costs of temporal
adaptation to be relatively minor. In practical appli-
cations, researchers could consider cumulative ap-
proaches to temporal adaptation, rather than adapt-
ing separate models for each time period, to avoid
redundant computations.
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A Data Statement

Following Bender and Friedman (2018), we pro-
vide a data statement, which documents the gen-
eration and provenance of labelled and unlabelled
documents in the Reddit Time Corpus (RTC).

A. CURATION RATIONALE The purpose of
RTC is to enable our analysis of temporal adap-
tation of pre-trained language models and down-
stream task performance. RTC comprises text com-
ments that were posted to the social media site Red-
dit between March 2017 and February 2020. The
unlabelled portion of RTC consists of 36 million
comments sampled from r/news and r/worldnews,
two of the most active subreddits (i.e. sub-forums)
on the site, which are dedicated to discussion of
current news events. The labelled portion of RTC
consists of 0.9 million comments sampled in equal
proportions from five subreddits for political discus-
sion (r/the_donald, r/libertarian, r/conservative,
r/politics and r/chapotraphouse). Comments are
labelled based on which subreddit they are from.
All data is split into 36 evenly-sized subsets based
on comment timestamps.

B. LANGUAGE VARIETY RTC only contains
English-language text documents, as determined
by the langdetect Python library. We opted for
English language due to data availability. Further,
all data in RTC is sourced from Reddit. We con-
sider this a limitation of our analysis and suggest
expansion to other languages and data sources as a
priority for future research.

C. SPEAKER DEMOGRAPHICS The speak-
ers in RTC are a sample of all Reddit users who
posted a comment to one of the seven subreddits
covered by RTC between March 2017 and Febru-
ary 2020. In February 2020, r/worldnews had
around 23.1m subscribers, r/news 19.9m, r/politics
5.76m, r/the_donald 0.79m, r/libertarian 0.36m,
r/conservative 0.30m and r/chapotraphouse 0.15m.
Reddit does not make information on user demo-
graphics available but a February 2019 survey of
US users indicated that roughly two-thirds were
male, and that user age was skewed towards 18 to
29 years (Statista, 2019).

D. ANNOTATOR DEMOGRAPHICS We did
not employ any annotators. All labels in RTC are
based on comment metadata, specifically which
subreddit a given comment is from.

E. SPEECH SITUATION All comments in
RTC were posted to Reddit between March 1st
2017 and February 29th 2020. The intended audi-
ence is other subreddit users and site visitors.

F. TEXT CHARACTERISTICS All docu-
ments are individual text comments. Pre-
processing steps are described in §3.1. For the
labelled portion of RTC, we provide a label based
on which of the five political subreddits in RTC
they were posted to. The class distribution is bal-
anced in RTC overall and in each monthly subset.

B Model Training & Parameters

Model Architecture We implemented uncased
BERT-base models (Devlin et al., 2019) using
the transformers Python library (Wolf et al.,
2020). Uncased BERT-base, which is trained on
lower-cased English text, has 12 layers, a hidden
layer size of 768, 12 attention heads and a total of
110 million parameters. For PSP, we added a linear
layer with softmax output.

Training Parameters For both MLM and PSP,
we used cross-entropy loss. As an optimiser, we
used AdamW (Loshchilov and Hutter, 2019) with
a 5e-5 learning rate and a 0.01 weight decay. For
regularisation, we set a 10% dropout probability.
Maximum input sequence length is 128 tokens. For
adapting to unlabelled data, we trained for one
epoch, i.e. one pass over all additional data, which
matches Gururangan et al. (2020). Training batch
size was 128. For fine-tuning on labelled data,
we trained for three epochs with a batch size of
32, which corresponds to default settings recom-
mended by Devlin et al. (2019). For comparabil-
ity, we used these same untuned hyperparameters
across all experiments.

Computation All experiments were run between
March and May 2021 using Nvidia Tesla K80 and
V100 GPUs accessed through the University of
Oxford’s Advanced Research Computing service.
Runtime varied from experiment to experiment.
Adapting BERT to one million comments for one
epoch took around three hours on a V100. Fine-
tuning BERT on 20,000 comments for three epochs
took around 15 minutes.

Source Code We make all our code avail-
able at https://github.com/paul-rottger/temporal-
adaptation.

https://github.com/paul-rottger/temporal-adaptation
https://github.com/paul-rottger/temporal-adaptation

