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Abstract

Dual-Encoders is a promising mechanism for
answer retrieval in question answering (QA)
systems. Currently most conventional Dual-
Encoders learn the semantic representations of
questions and answers merely through match-
ing score. Researchers proposed to introduce
the QA interaction features in scoring function
but at the cost of low efficiency in inference
stage. To keep independent encoding of ques-
tions and answers during inference stage, vari-
ational auto-encoder is further introduced to
reconstruct answers (questions) from question
(answer) embeddings as an auxiliary task to en-
hance QA interaction in representation learn-
ing in training stage. However, the needs of
text generation and answer retrieval are differ-
ent, which leads to hardness in training. In
this work, we propose a framework to enhance
the Dual-Encoders model with question an-
swer cross-embeddings and a novel Geome-
try Alignment Mechanism (GAM) to align the
geometry of embeddings from Dual-Encoders
with that from Cross-Encoders. Extensive ex-
perimental results show that our framework
significantly improves Dual-Encoders model
and outperforms the state-of-the-art method on
multiple answer retrieval datasets.

1 Introduction

Answer retrieval (Surdeanu et al., 2008) is an im-
portant mechanism in question answering (QA) sys-
tems to obtain answer candidates given a new ques-
tion. Currently, the most widely used framework
for answer retrieval task is Dual-Encoders (Seo
et al., 2019; Chang et al., 2020; Cer et al., 2018),
also known as “Siamese Network™ (Triantafillou
et al., 2017; Das et al., 2016). The Dual-Encoders
model consists of two encoders to compute the em-
beddings of questions and answers independently,
and also a predictor to estimate the relevance by a
similarity score between the two embeddings.
Recently, due to the application of advanced
encoding techniques, e.g., Transformer (Vaswani

et al., 2017), BERT (Devlin et al., 2019), the Dual-
Encoders achieved a huge boost on the overall per-
formance (Karpukhin et al., 2020; Maillard et al.,
2021). However, there remains some room to im-
prove since the embeddings of questions and an-
swers are encoded separately, while the cross infor-
mation between questions and answers are impor-
tant for answer retrieval (Yu et al., 2020).

Many efforts have been devoted in developing
more powerful scoring by considering the interac-
tions among questions and answers. For example,
Xie and Ma (2019) introduced additional word-
level interaction features between questions and
answers for matching degree estimation. Similarly,
Humeau et al. (2020) implemented attention mech-
anism to extract more information when computing
matching score. Though such approaches improve
the scoring mechanism, the overall efficiency de-
rived from separate and off-line embeddings of
questions and answers is sacrificed to some extent.

Therefore, it deserves discussing how to achieve
better trade-off for maintaining the independent
encoding in inference stage. To this end, the Dual-
VAEs (Shen et al., 2018) is proposed by using the
question-to-question and answer-to-answer recon-
struction as joint training task along with the re-
trieval task to improve the representation learning,
which maintains the independent encoding in in-
ference stage. However, the embeddings produced
by Dual-encoders or Dual-VAEs can still only pre-
serve isolated information for questions or answers,
while cross information between questions and an-
swers is only learned through similarity score com-
puted by two embeddings. Those embeddings pre-
serving isolated semantics can lead to confusing
results particularly when an answer can have mul-
tiple matched questions and vice versa, which is
referred as one-to-many problem (Yu et al., 2020).

To address this challenge, Yu et al. (2020) further
proposed Cross-VAEs by reconstructing answers
from question embeddings and reconstructing ques-
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tions from answer embeddings. In such way, the
embeddings of questions or answers preserve the
cross information from matched answers or ques-
tions and improve the performance in one-to-many
cases. Nevertheless, both Dual-VAEs and Cross-
VAE:s rely on the generation sub-task to enhance
the embeddings in retrieval task, while the need
of text generation (the word-level joint distribu-
tion of sentences) and that of answer retrieval (the
sentence-level matching distribution of QA-pairs)
are different, which are suspected to conflict in
joint training (Deudon, 2018). It then brings an in-
teresting question: is it feasible to exploit the cross
information in retrieval task and keep the indepen-
dence of sentence encoding in inference stage.

In this research we proposed a Cross-Encoders
(details in section 3.3) as an additional guidance
during Dual-Encoders training besides the similar-
ity score. The Cross-Encoders could form compre-
hensive representation through cross-attention to
reflect the complex relations (e.g., one-to-many)
between matched questions and answers. We also
developed Geometry Alignment Mechanism (de-
tails in section 3.4) as the guiding way to effectively
bridge the gap between Cross-Encoders and Dual-
Encoders by forcing the Dual-Encoders to mimic
Cross-Encoders on the geometry (i.e., semantic
feature structure) in embedding space.

The contributions of this paper are in three folds:
1) Focusing on the lack of interactions in Dual-
Encoders architecture, we introduce an ENhancing
Dual-encoders with CROSS-Embeddings (ENDX)
framework to solve this limitation, where a Cross-
Encoders model is proposed to guide the training
of Dual-Encoders model; 2) To achieve such en-
hancement in ENDX, we propose a novel Geom-
etry Alignment Mechanism (GAM) to align the
geometry of embeddings from Dual-Encoders with
that from Cross-Encoders, which models the in-
teractions between words within question and an-
swer. This frees the Dual-Encoders from having
to encode necessary information with no access
to matched sentence; 3) To validate our frame-
work, we conduct extensive experiments and show
that the proposed framework significantly improves
Dual-Encoders model and outperforms the state-of-
art model on multiple QA datasets.

2 Related Work

Traditional answer retrieval consists of two-stage
pipeline including key words matching (BM25

(Robertson and Zaragoza, 2009)) to efficiently re-
trieve multiple relevant passages and re-ranking
by neural network to select correct answers from
retrieved results. But it may fall short here as the
connection between answers and questions in con-
text is not modelled directly, while the large docu-
ment where the answer locates could be not highly
relevant to the question (Ahmad et al., 2019).

To address the problem in two-stage pipeline
retrieval, there is growing interest in training end-
to-end retrieval systems that can efficiently surface
relevant results without an intermediate document
retrieval phase (Karpukhin et al., 2020; Chang et al.,
2020; Ahmad et al., 2019; Seo et al., 2019; Hender-
son et al., 2019). In recent works (Karpukhin et al.,
2020; Chang et al., 2020; Maillard et al., 2021), us-
ing dense representation learned by Dual-Encoders
framework outperformed BM2S5 in large-scale re-
trieval task. Dual-Encoders can encode questions
and answers independently and thus enables off-
line processing to support efficient online response,
but there exists a bottleneck that impedes the QA
alignment for lack of interaction between questions
and answers in their independent encoding.

Another popular way of sentence-level represen-
tation learning is Variational AutoEncoder (VAE).
By encoding sentences into latent variables and re-
constructing the same sentences from correspond-
ing latent variables, VAE compacts the joint dis-
tribution of words in sentence into latent variable.
Shen et al. (2018) adopted VAE in Dual-Encoders
and optimized the variational lower bound and
matching loss jointly. Yu et al. (2020) proposed
to reconstruct questions and answers in a crossed
way to improve their interaction and allow for one-
to-many projection. We do not include text recon-
struction into our training goal for the difference
between the need of sentence representation in re-
construction and that in answer retrieval.

Our proposed framework consists of a Dual-
Encoders and a Cross-Encoders. The conventional
Dual-Encoders provides the system with practical-
ity in large-scale retrieval (Karpukhin et al., 2020;
Chang et al., 2020; Maillard et al., 2021), while the
Cross-Encoders has interaction between question
and answer to guide the training of Dual-Encoders.

3 Methodology

3.1 Problem Definition

The answer retrieval task in this work is formal-
ized as: given a question set Sg and an answer set
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Figure 1: The overview of proposed framework that enhances Dual-Encoders with cross-embeddings, Dual-
Encoders (blue) and Cross-Encoders (red) are both used for training and only Dual-Encoders is used for inference.

S 4, each sample could be represented as (g, a, y)
where ¢ € Sg is a question, a € Sy is a sentence-
level answer, and y denotes whether the answer a
matches the question g or not. The target is to find
the best-matched answer for the question ¢ and a
list of candidate answers C(q) C S4.

3.2 Dual-Encoders

Our baseline model is Dual-Encoders and we re-
fer to the sentence embedding encoded by Dual-
Encoders as dual-embedding. As shown in Fig.
1, the question (answer) dual-embedding Rfll“al
(Rg“al ) is processed from question (answer) text by
encoder and aggregator in Dual-Encoders, where
the encoder, marked as Encoderg,q in Fig. 1,
can be BERT and we employ multiple hops self-
attention (Lin et al., 2017) as the aggregator in this
work. The scoring function f is defined as the inner
product between the dual-embeddings of question
and answer: f(q,a) = Rfll“al - RIual_ Tntuitively,
an excellent Dual-Encoders should give high scores
to matched QA pairs and low scores to mismatched
QA pairs. We use in-batch negatives training strat-
egy, which is effective for learning a Dual-Encoders
model (Karpukhin et al., 2020). Assuming that a
mini-batch has B matched question-answer pairs,
then the retrieval loss of a mini-batch is:

1 & eXp(RgZ‘“l . Rgl:‘“l)
‘Cdual = _Ezlog B dual dual
i1 2= exp(Rgrel - Rl
(1
where B is the batch size; ¢ and j are the indexes
of QA pairs in a given batch.

3.3 Cross-Encoders

The cross-embeddings that involve rich question-
answer interaction are obtained from the Cross-

Encoders. As shown in Fig 1, the Cross-Encoders
gets input from both answer and question sentences.
To capture precise question-answer interaction, the
matched answer (question) is used to guide the
encoding of question (answer).

Let H, € RN*dr and H, € RM*d denote the
contextualized representations of words in question
and answer sentences from Encoder.yoss respec-
tively, where N and M are the number of words in
question and answer sentences and d,- is the dimen-
sion of contextualized representation. A multi-head
scaled dot-production attention (Vaswani et al.,
2017), marked as Cross Attention in Fig. 1, is
used to refine question (answer) contextualized rep-
resentation by matched answer (question). Take
the refinement of question for instance, the it" head
is calculated as Eq. 2 and all heads are concate-
nated as Eq. 3 to obtain the answer-attended ques-
tion representation H;, then position-wise feed-
forward networks (FFN) and layer normalization
(LayerNorm) are used to further refine H, ; to obtain
enhanced question contextualized representation
H{™% as Eq. 4:

head! = soft (H“WJ(H"W’@T)H Wi ()
ead, = softmax Jan Wy
H, = [heady; ...; head]W, 3)

HEos = LayerNorm(H; + FFN(H:I)) “)

where H g”’s‘* € RMxdr. | n 1s the number of heads;
W;, Wi, W, and W, are learnable weights. Sim-
ilarly we can obtain the enhanced answer contex-
tualized representation HS™*% € RN*dr Multi-
head attention can model word-level relationships
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across question and answer, and reflect the simi-
larity between every pair of word contextualized
representation across question and answer to cap-
ture the question-answer interaction and to form
the comprehensive embedding of source sentence.

The sequence of H;"*** and H"** are then
aggregated into fixed-length cross-embeddings
R7"*% and R™°*%, which can precisely model the
relations between questions and answers. The
Cross-Encoders can be trained through loss func-
tion that is defined on a mini-batch as Eq. 5:

B
I exp(RgT* - R
L - _ 1 qi ?
cross B ; 0g Z]'le eXp(Rgiross . Rggoss)
%)

where B is the batch size; ¢ and j are the indexes
of the QA pairs in a given batch.

3.4 Geometry Alignment Mechanism

The dual-embeddings mechanism can save much
response time through off-line processing while the
cross-embeddings introduce early interaction and
produce retrieved answer set with better relevance.
To meet the gap between the dual-embeddings and
cross-embeddings, regression is a direct way that
can be easily thought of. However, this element-
wise alignment in high dimensional space is too
rigid for answer retrieval.

Inspired by the geometry-preserved dimension-
ality reduction for pair-wise interaction modeling
proposed in SNE (Hinton and Roweis, 2002), we
relax the element-wise alignment to the pair-wise
alignment in the form of geometry, which is also
proved to be crucial in representation learning (Pas-
salis and Tefas, 2018). Therefore, in this research
we propose the Geometry Alignment Mechanism
(GAM) to align the geometry of dual-embeddings
with that of cross-embeddings, which capture the
question-answer interaction. Specifically, the ge-
ometry of embeddings tells who are the neighbors
of a question or an answer in the embedding space.
In other words, it tells which question-answer pairs,
question-question pairs or answer-answer pairs are
likely to be close in the feature space.

Since Dual-Encoders are not able to exploit the
information from matched questions or answers, it
might be difficult to accurately recreates the whole
geometry of cross-embedding. Therefore we use
the conditional probability converted from pair-
wise dissimilarities to represent the geometry of
data sample in feature space (Hinton and Roweis,
2002; Van der Maaten, 2008). The conditional

probability expresses the asymmetric probability
of each datapoint e; being close to another data-
point e; in feature space as Eq. 6:

exp (—d(e;, e;))
>k exp (—d(ei; er))
where the d(e;, e;) measures the dissimilarity be-
tween e; and e;.

Consequently the probability of question ¢; be-
ing close to answer a; in feature space can be
described by the conditional probability p(a;|g;).
To estimate such probabilities, we can use
kernel density estimation (KDE) (Scott, 1992),
which replaces the negative dissimilarity func-
tion —d(e;, e;) with a symmetric kernel function
K (e;, ej;0?) to model the similarity between e;
and e;, where o2 is width. The conditional prob-
ability p(a;|g;) of cross-embeddings peyoss(a;|q;)
and that of dual-embeddings paua(a;lg;) can be
estimated using a batch of samples as Egs. 7 and 8
consequently:

plejles) = (6)

pcross(aj |QZ)
exp (K (Rg %%, R % 207, ) (7)

Caq

P exp (K (Rgress, Rross; 262, )

Cagq

Pdual (aj ‘%)
_ exp(K (R, Riv!; 203 ) ®)
- B
Yk exp (K(Rgee!, Rel; 207 1))

where B is the batch size; ¢, j and k are the indexes
of the QA pairs in a given batch.

The conditional probabilities p(g;|¢;), p(aj|a;)
can be estimated similarly. Since the conditional
probability is asymmetric, p(g;|a;) is also needed.
One of the most natural choices of the kernel for
kernel density estimation is Gaussian kernel de-
fined as Eq. 9, while it suffers from the need of
well-tuned width (Turlach, 1993):

le: — e5113
KGaussian(eia €53 U) = exp (_ZT”) )

To alleviate the problem of domain-dependent
tuning and adapt the kernel to our scoring function,
we use inner product-based similarity metric as
defined in Eq. 10:

Kfnner(eiaej) = ezrej (10)

In order that dual-embeddings of questions g;
and ¢; can precisely model the similarity be-
tween the cross-embeddings of questions ¢; and
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Dataset Training Test

#Q #A #QA pairs | #A per Q | #Q per A #Q #A | #A per Q | #Q per A
ReQA SQuAD 87,355 | 58,934 87,599 1.00 1.48 10,539 | 7087 1.08 1.61
ReQA NQ 104,600 | 83,153 | 107,082 1.03 1.29 4,177 | 5799 1.43 1.03
ReQA HotpotQA | 72,921 | 57,485 72,928 1.00 1.27 5,901 | 5745 1.00 1.03
ReQA NewsQA 71,561 | 39,415 74,160 1.03 1.88 4,185 | 2351 1.01 1.79

Table 1: Datasets statistics. #Q denotes the number of questions. #A per Q denotes the average number of matched
answers for each question, and #Q per A denotes the average number of matched questions for each answer.

g;, the conditional probabilities pgyaq;(g;|gi) and
Peross(4j]gi) should be as close as possible. There-
fore, the GAM aims to learn a dual-embeddings
representation that can minimize the divergence be-
tween pdual(Qj |Qz) and peross (Qj |Qi), pdual(aj |az)
and peross (aj |ai)’ Pdual (aj |QZ) and pcross(aj |Qz) as
well as payqi(gjlai) and peross(gjlai). To achieve
the aim of enhancement, the widely used Kullback-
Leibler Divergence (KLD) is employed in this re-
search. The loss function £, defined on a mini-
batch is adopted to minimize the divergence be-

tween pgyal (Qj |QZ) and Dcross (qj ’%) , which can be
calculated as Eq. 11:

B B
1 Pcross (Qj ‘qz)
Lo = LSS pose(aslas) log Press(4i140)
"B ;; oros 011 Pduat (451%:)

(11
where B is the batch size; ¢ and j are the indexes
of the QA pairs in a given batch.

The same way can be used to calculate the loss
functions L4, L4 and Ly|,. Then the overall loss
function of GAM can be defined as Eq. 12, where
the hyper-parameters o4, Qg|q> Qgla aNd Qg|q are
weights on different loss components:

Lga = QqjqLalg T QglqLylq T AglaLyla T UjaLala
(12)

3.5 Model Training and Inference

During training stage, we jointly train the Dual-
Encoders and Cross-Encoders, and align the geom-
etry of Dual-Encoders with that of Cross-Encoders.
The overall loss function to train the full model is
defined as Eq. 13, where agyai, Ceross and ayg, are
hyper-parameters to control the loss weight.

L= O‘dual[*dual + O‘crossﬁcross + agaﬁga (13)

Since we only use the enhanced Dual-Encoders
to encode questions in the inference stage while
embeddings of answers are processed off-line, no
extra computation is needed consequently.

4 Experiment

4.1 Datasets

Ahmad et al. (2019) introduced the Retrieval
Question-Answering (ReQA) task, which focuses
on sentence-level answer retrieval and establish
a pipeline to transform a reading comprehension
dataset to ReQA dataset. We conduct our experi-
ments on ReQA SQuAD and ReQA NQ established
from SQuUAD v1.1 (Rajpurkar et al., 2016) and NQ
(Kwiatkowski et al., 2019) respectively by Ahmad
et al. (2019). We also use the same pipeline to pro-
cess HotpotQA (Yang et al., 2018) and NewsQA
(Trischler et al., 2017) datasets for more experi-
ments. ReQA HotpotQA and ReQA NewsQA are
used to denote the processed version of HotpotQA
and NewsQA datasets respectively in this research.
Since the original test sets of datasets above are not
publicly available, the original validation sets are
used as test sets. The statistics of ReQA datasets
are shown in Table 1.

4.2 Evaluation Metrics

We adopt two popular metrics! for evaluation,
i.e., mean reciprocal rank (MRR) and recall at
N (R@N), which are widely used for measuring
retrieval-based QA task (Ahmad et al., 2019).

MRR is the average reciprocal ranks of retrieval
results, as illustrated in Eq. 14, where () is a set of
questions and rank; is the rank of the first correct
answer for the i*? question.

1 1Ql 1
MRR = — —
Q| ; rank;

R@N is the recall score in top-N predicted sub-
sets, as illustrated in Eq. 15, where A; is the ranked
answer list for the i** question and A7 is the corre-
sponding correct answer set.

1 |§Q: [topy (Ai) N A%
Q& A

"https://github.com/google/retrieval-qga-eval

(14)

R@N = (15)
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4.3 Compared Methods

BM25 A classical ranking method using TF-
IDF like scoring function for information retrieval
(Robertson and Zaragoza, 2009).

InferSent A universal sentence encoder trained
with supervised natural language inference task,
not in need of fine-tuning for specific retrieval task
(Conneau et al., 2017).

USE-QA A multi-task pre-trained model based
on the Transformer, which learns universal sen-
tence representation through a multi-feature rank-
ing task, a translation ranking task and a natural
language inference task (Yang et al., 2020).

Dual-Encoders The vanilla Dual-Encoders train
from scratch and can be implemented using differ-
ent encoders. For instance, we use Dual-BERTS to
denote the Dual-Encoders using BERT as encoder.

Dual-VAEs A model trained jointly with the
question-to-question and answer-to-answer recon-
struction tasks using VAE (Shen et al., 2018).

Cross-VAEs A model to solve one-to-many prob-
lem in answer retrieval, aligning the feature spaces
of questions and answers by the question-to-answer
and answer-to-question reconstruction (Yu et al.,
2020).

ENDX-Encoders (Ours) The Dual-Encoders is
enhanced by our ENDX framework. For instance,
ENDX-BERTs is used to denote the Dual-BERT's
enhanced by ENDX.

4.4 Implementation Details

We split the training sets of all datasets into new
training set and validation set in a ratio of 9:1.
The hyper-parameters are chosen according to
the model performance (R@1) on validation set.
Specifically, Dual-BERTs and ENDX-BERTs are
initialized using BERT base model (Devlin et al.,
2019), and the encoder of other models has 2 lay-
ers and uses 768-dim BERT token embedding as
input. The cross attention modules of all ENDX-
Encoders have 12 heads. We use AdamW optimizer
(Loshchilov and Hutter, 2017) to train BERT-based
model with 30 epochs and linearly decay the learn-
ing rate initialized as 2e-5, and train other models
with 100 epochs using constant learning rate initial-
ized as le-5. We set the loss weights agyai, Qeross
and oy, t0 0.25, 0.25 and 0.5 respectively. The loss
weights |, and oy, increase linearly from O to

0.5, while a4 and |, increase linearly from 0 to
1e4 both over the first 5 epochs. The batch size of
BERT-based model is set to 12, and that of other
models is set to 100. Finally the parameters that
perform best on validation set are used on test set.

4.5 Results and Analysis

Main Results The results on ReQA SQuAD are
shown in Table 2. BM25 shows competitive per-
formance, since keywords overlap is common in
ReQA SQuAD. As a pre-trained universal sentence
encoder without fine-tuning, InferSent does not
perform well as the pre-training datasets are rela-
tively small. USE-QA gets stronger performance
because of the use of a more powerful encoder
and a larger-scale pre-training dataset. Compared
to Dual-VAEs, Cross-VAEs improves MRR, R@1
and R@5 by 1.32%, 1.07% and 2.28% respectively,
while our ENDX-BERTSs outperforms the current
best model Cross-VAEs (Yu et al., 2020) on MRR,
R@1 and R@5 by 17.88%, 15.00%, 21.60% re-
spectively and achieves new state-of-the-art result
on ReQA SQuAD.

Method MRR R@1 R@5
BM25 52.96 45.81 61.31
InferSentf 36.90 27.91 46.92
USE-QAfY 61.23 53.16 69.93
Dual-VAEsT 61.48 55.01 68.49
Cross-VAEst 62.29 55.60 70.05
Dual-RNNs 52.19 40.96 65.11
ENDX-RNNs 53.68(1) 42.20(1) 67.30(1)
Dual-GRUs 55.24 44.39 68.00
ENDX-GRUs 58.65(1) 48.29(1) 70.90(1)
Dual-LSTMs 58.77 49.26 69.79
ENDX-LSTMs 61.00(1) 50.79(1) 72.87(1)
Dual-Transformers 62.58 51.51 75.99
ENDX-Transformers  63.73(1) 53.41(1) 76.02(1)
Dual-BERTs 71.06 61.24 83.09
ENDX-BERTSs 73.43(1) 63.94(1) 85.18(1)

Table 2: Performance on ReQA SQuAD dataset, where
the results with { are reported from (Yu et al., 2020).

Table 3 shows the performance comparison on
ReQA NQ, ReQA HotpotQA and ReQA NewsQA
datasets. Since the results in Table 2 have already
shown the Dual-BERTs and ENDX-BERTSs can
significantly outperform BM25, InferSent, USE-
QA, Dual-VAEs and Cross-VAEs, we only com-
pare Dual-Encoders and ENDX-Encoders. The
results in Table 2 and Table 3 both indicate the
superiority of our ENDX framework which con-
sistently outperforms Dual-Encoders with signif-
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Method ReQA NQ ReQA HotpotQA ReQA NewsQA

MRR R@]1 R@5 MRR R@1 R@5 MRR R@1 R@5
Dual-RNNs 41.45 26.84 60.01 22.86 13.83 32.71 22.23 12.80 32.64
ENDX-RNNs 43.57(1)  29.29(1)  62.11(7) | 24.20(T)  14.69(1) 34.79(T) | 23.33(1) 14.39(1) 33.14(D)
Dual-GRUs 44.99 31.26 62.31 25.44 16.61 34.77 26.21 16.86 37.16
ENDX-GRUs 47.18(1) 33.36(1) 64.09(1) | 26.96(1) 17.76(1) 37.08(1) | 28.61(1) 19.78(1) 38.51(1)
Dual-LSTMs 46.07 33.13 62.28 25.16 16.68 34.33 28.39 20.32 37.06
ENDX-LSTMs 49.29(1) 36.18(1) 65.25(1) | 25.78(T) 16.66(]) 35.52(1) | 30.01(1) 21.42(1) 39.55(1)
Dual-Transformers 46.34 31.90 64.68 26.22 15.40 38.64 27.82 18.00 38.77
ENDX-Transformers | 47.85(1) 33.52(1) 65.99(1) | 26.59(1) 15.54(1) 39.45(1) | 29.25(1) 19.21(1) 41.00(1)
Dual-BERTs 54.80 40.58 72.66 39.04 27.13 52.91 37.35 26.64 49.36
ENDX-BERTSs 57.76(1) 43.32(1) 76.15(1) | 40.68(1) 28.74(1) 54.58(1) | 37.90(1) 27.26(1) 49.95(1)

Table 3: Performance comparison on ReQA NQ, ReQA HotpotQA and ReQA NewsQA datasets.

icant margins. For instance, on MRR, R@1 and
R@5, ENDX-LSTMs outperforms Dual-LSTMs
by 6.99%, 9.21%, 4.77% in ReQA NQ, and ENDX-
Transformers outperforms Dual-Transformers by
5.14%, 6.72%, 5.75% in ReQA NewsQA. Com-
pared to the powerful Dual-BERTs, our ENDX-
BERT shows average relative improvements over
four datasets by 3.60%, 4.86% and 2.92% on MRR,
R@1 and R@5 respectively (t-test of 10 runs, p-
values < 0.01).

Method MRR R@1 R@5
USE-QA 47.06 4090 53.44
Cross-VAEs 48.52 4455 53.52
Dual-BERTs 60.19 48.56 74.02
ENDX-BERTs 64.93 52.23 81.36

Table 4: Performance on ReQA SQuAD sub-dataset,
each answer of which has at least 8 matched questions.

Performance on sub-dataset We conduct more
experiments on sub-datasets of ReQA SQuAD to
validate the effectiveness of our framework on
coping with the one-to-many problem. The com-
parison results between Dual-BERTs and ENDX-
BERTSs on sub-datasets, in which answers have
different minimum number of matched questions,
are shown as Fig. 2. It is observed that ENDX-
BERTS outperforms Dual-BERTs solidly. The re-
sults of the most difficult sub-dataset, in which an-
swers have at least 8 different questions, are shown
in Table 4. Compared to Dual-BERTS, USE-QA
and Cross-VAEs, our proposed model prominently
shows the best performance under such a signifi-
cant one-to-many circumstance.

Analysis on the effects of GAM  We also sample
multiple questions with same answer and encode
the questions by Cross-Encoders, Dual-Encoders

072 -@- Dual-BERTs
: ENDX-BERTS
.\
~ 0.70 <
4 \\
E 0.68 \
L,
= 0.66 N
3 AN
=
S 0.64 A
£ o
3 N
2 0,62 AN
L S§
0.60 ‘\.___.’,,.-——..

1 2 3 4 5 6 7 8
Question Number of Answer

Figure 2: Comparison between Dual-BERTs and
ENDX-BERTs on ReQA SQuAD sub-datasets where
answer has different minimum number of matched
questions.

enhanced with the proposed GAM, and basic Dual-
Encoders, respectively. The question-question sim-
ilarity matrices are visualized in Fig. 3. In cross-
embeddings, questions could attend the matched
answer which results in more accurate question rep-
resentations and better capture of the correlations
between questions (see Fig. 3(a)). During ENDX
training, we use GAM to align the geometry of
dual-embeddings with that of cross-embeddings.
As shown in Fig. 3(b), dual-embeddings enhanced
by GAM are able to capture more correlations in
question-question similarities compared to baseline
dual-embeddings (Fig. 3(c)).

Ablation study on loss function of GAM We
perform the ablation study on the proposed ENDX-
BERTSs in ReQA NQ by removing different compo-
nents of GAM loss function. As shown in Table 5,
all metric scores drop significantly without optimiz-
ing L4 or L4, which indicates that p(a;|g;) and
p(gj]a;) describe the most important parts of geom-
etry. The reason we conjecture is that the answer
retrieval task focus more on the relative distance
of question-to-answer in feature space, while £,
and L, are also helpful.
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Figure 3: Question-question similarity matrices of ENDX cross-embeddings, ENDX dual-embeddings and base-
line dual-embeddings, where the i*” row of matrix denotes the similarity between ith question and the others.

Method MRR R@I R@5
Dual-BERTs  54.80 4058 72.66
ENDX-BERTs ~ 57.76 43.32 76.15
wio Ly, 5637 4201 74.65
Wlo Lo, 56.89 4225 7528
wio Lo, 5600 4212 7327
w0 Lo, 5587 4139 7414

Table 5: Ablation study on ReQA NQ dataset.

Comparison with BERTy, We also compare
the proposed ENDX-BERTS against the interaction-
based model BERT A (Devlin et al., 2019), which
encodes concatenated sequence for every candidate
QA pair. Due to the extremely large computational
cost of BERTga, we only sample 500 QA pairs
from 27 passages in ReQA SQuAD as the test set.
The experimental result is shown in Table 6, where
ENDX-BERTs improves MRR, R@1 and R@5
over Dual-BERTs by +4.61%, +4.59% and +5.44%
respectively and only falls behind BERT g4 by -
3.38%, -4.93% and -0.81%. Howeyver, the inference
runtime complexity is significantly reduced from
O(n x m) to O(n + m) compared to BERT g4,
where n and m are the numbers of questions and
answers respectively. Therefore, the propopsed
ENDX-BERTSs can better balance between accu-
racy and efficiency for answer retrieval.

Method MRR R@1 R@5 average ms
Dual-BERTs 71.83 60.42 87.26 14.19
ENDX-BERTs 76.44 65.01 92.70 14.19
BERTqA 79.82 69.94 9351  6939.61

Table 6: Comparison with BERTq A, where the average
time (ms) to retrieve answer for one question is tested
on one NVIDIA Tesla V100 GPU.

4.6 Case Study

Figure 4 shows the dual-embeddings projection
(t-SNE, Van der Maaten, 2008) of 6 different ques-
tions and their shared answer. It can be seen that the
dual-embeddings of our ENDX-BERT's are more
compact than that of Dual-BERTSs, which proves
that our method can better align the questions and
answers, and can produce more general representa-
tion to alleviate the one-to-many problem.

WV Dual-BERTs Answer
@ Dual-BERTs Qusetion

1.0 { J

ENDX-BERTs Answer
ENDX-BERTs Qusetion

0.8
0.6
0.4
0.2

L
0.0 @

0.0 0.2 0.4 0.6 0.8 1.0

Figure 4: A case of 6 different questions sharing one
answer, where the blue dot and yellow dot present the
question and answer embeddings of Dual-BERTSs and
ENDX-BERTS in 2D space respectively.

S CONCLUSION

In this work, we propose a framework that en-
hances Dual-Encoders with cross-embeddings for
answer retrieval. A novel geometry alignment
mechanism is introduced to align the geometry of
Dual-Encoders with cross-embeddings. Extensive
experimental results show that our method signif-
icantly improves Dual-Encoders model and out-
performs the state-of-the-art method on multiple
answer retrieval datasets.
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