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Abstract

Byte-pair encoding (BPE) is a ubiquitous al-
gorithm in the subword tokenization process
of language models as it provides multiple
benefits. However, this process is solely
based on pre-training data statistics, making
it hard for the tokenizer to handle infrequent
spellings. On the other hand, though robust to
misspellings, pure character-level models of-
ten lead to unreasonably long sequences and
make it harder for the model to learn mean-
ingful words. To alleviate these challenges,
we propose a character-based subword mod-
ule (char2subword)! that learns the subword
embedding table in pre-trained models like
BERT. Our char2subword module builds rep-
resentations from characters out of the sub-
word vocabulary, and it can be used as a drop-
in replacement of the subword embedding ta-
ble. The module is robust to character-level
alterations such as misspellings, word inflec-
tion, casing, and punctuation. We integrate it
further with BERT through pre-training while
keeping BERT transformer parameters fixed—
and thus, providing a practical method. Fi-
nally, we show that incorporating our mod-
ule to mBERT significantly improves the per-
formance on the social media linguistic code-
switching evaluation (LinCE) benchmark.

1 Introduction

Byte-pair encodings (BPE) is a ubiquitous al-
gorithm in the tokenization process among
transformer-based language models such as BERT
(Devlin et al., 2019), GPT-2 (Radford et al., 2019),
RoBERTa (Liu et al., 2019), and CTRL (Keskar
et al., 2019). This method addresses the open vo-
cabulary problem by segmenting unseen or rare
words into smaller subword units while keeping
a reasonable vocabulary size (Huck et al., 2017;
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Figure 1: Examples of subword tokenization from
OOV words. The word helllo changes its meaning (e.g.,
hell), BUSINESS is split almost to characters, and nan-
otechnologi do not resemble any of its morphemes.

Kudo, 2018; Wang et al., 2019). However, BPE and
its variants are sensitive to small perturbations in
the text, potentially distorting the sentences’ mean-
ing (Jones et al., 2020) (see Figure 1). Moreover,
this tokenization process is rigid to changes such
as adding more subwords to the vocabulary or cor-
recting the segmentation splits. That is because the
tokenization relies on the original corpus where the
vocabulary was generated (e.g., Wikipedia), result-
ing in a fixed set of subword pieces tied to an em-
bedding lookup table (Bostrom and Durrett, 2020).
Although these aspects are not a problem with
clean and properly formatted text, that is not the
case when the text presents substantial noise (e.g.,
Wikipedia vs. social media). Noisy text can result
in extensive subword pieces per word (see Figure
1), preventing the models from capturing the mean-
ing effectively and adapting to such domains. This
is particularly prominent on social media text (Bald-
win et al., 2015; Eisenstein, 2013a,b), where the
noise permeates even across languages and in code-
switching scenarios (Singh et al., 2018; Aguilar
et al., 2018; Molina et al., 2016; Das, 2016).

This paper proposes a character-to-subword
(char2subword) module trained to handle rare or un-
seen spellings robustly while being less restrictive
to a particular tokenization method. Our method
works as a drop-in alternative to the embedding ta-
ble in pre-trained language models like mBERT. It
improves performance and reduces the number of
embedding parameters by 45% without sacrificing
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inference speed. We train our module to approx-
imate the embedding table using characters from
the original vocabulary words and subwords. This
procedure leverages transfer learning from the pre-
trained embedding table rather than starting from
scratch—thus, saving precious computational time
and resources. Besides, the subword vocabulary
provides enough character-level patterns to learn
from already-segmented tokens. We integrate our
module with mBERT’s transformer layers even fur-
ther by continuing to train with the pretraining data
and the MLM objective. Once our char2subword is
adapted to the pre-trained language model, we eval-
uate the overall model performance by fine-tuning
it on downstream tasks. We show our method’s ef-
fectiveness by outperforming mBERT on the social
media linguistic code-switching (LinCE) bench-
mark (Aguilar et al., 2020), where the fine-tuning
domain deviates substantially from the pre-training
domain. The results show that the char2subword
module can also capture intra-word code-switching.
At the sentence level, the model can relate words
from the same language to support language pre-
diction.

We highlight our main contributions as follows:

1. We introduce char2subword, a new parameter-
efficient and open-vocabulary module that ex-
tends the domain-constrained and fixed vocab-
ulary in mBERT (or any pre-trained model
relying on subwords) while preserving the se-
mantics of the multilingual embedding space.

2. We show the character compositionality ca-
pabilities of our module by handling noise
robustly at the character level while being
language-independent and flexible to different
tokenization.

3. We analyze the advantages of our model on
downstream tasks and demonstrate its prac-
tical use and adaptability to other domains
despite of vocabulary changes.

2 Related Work

Word representations Most of the initial
ground-breaking advances in NLP relied on word
embedding representations from methods like
word2vec (Mikolov et al., 2013) and GloVe (Pen-
nington et al., 2014). They showed the capability of
arranging words in a continuous high-dimensional
space encoding semantic relationships and mean-
ing (Goldberg and Levy, 2014). However, rare
words are weakly represented in such space, and

OOV words are not representable. To alleviate that,
researchers proposed word representations using
recursive neural networks guided by morphology
(Luong et al., 2013), as well as morpheme embed-
dings as a prior distribution over probabilistic word
embeddings (Bhatia et al., 2016). Regardless, the
challenges persist in noisy text, where users do
not follow the canonical word forms (Eisenstein,
2013b). Such problems are aggravated in social
media due to the inherently multilingual environ-
ment. More words per language are required, while
the spelling noise is persistent across languages.

Character representations While character-
level systems proved strong for text classification
(Conneau et al., 2017), they were not as successful
on multilingual tasks like neural machine transla-
tion (NMT) initially (Neubig et al., 2013; Chung
et al., 2016). Even when the performance was
satisfactory, such systems had to process long se-
quences of characters resulting in a very slow pro-
cess (Costa-jussa and Fonollosa, 2016; Ling et al.,
2015b). Additionally, languages have different
writing systems and specific properties encoded at
the character level. While some of those properties
may be captured effectively on morphologically
rich languages (e.g., Czech and Arabic), properties
from other languages are not more impactful than
using words (e.g., English) (Cherry et al., 2018).
These challenges are also applicable to our case
since we conduct our study on multilingual data
with typologically different languages.

Hybrid representations Using words or charac-
ters has shown advantages and disadvantages on
both ends. Researchers tried to get the best of both
worlds by combining characters and words in a
hybrid architecture (Luong and Manning, 2016)
where the default was based on static word em-
beddings that backed off to characters if the word
was unknown. Parallel efforts focused on character-
aware neural language models (Kim et al., 2016)
where the meaning is contextually enriched by high-
way networks (Srivastava et al., 2015), as well as
character-based LSTM language models that build
intermediate word representations from character-
level LSTMs (Ling et al., 2015a). Most success-
ful contextualized word embeddings built out of
characters are the language models ELMo (Peters
et al., 2018) and Flair (Akbik et al., 2018). Build-
ing models from characters can easily adapt to so-
cial media domains (Akbik et al., 2019), including
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code-switching data (Aguilar and Solorio, 2020).

Subword models Sennrich et al. (2016) pro-
posed subword tokenization using the byte-pair
encoding (BPE) algorithm to balance the use of
characters and words. BPE automatically chooses
a vocabulary of subwords given the desired vocab-
ulary size. This procedure recursively builds sub-
words upon characters using the word frequencies
(Sennrich et al., 2016). Another greedy variation of
BPE can select the longest prefix to segment words
(Wu et al., 2016). Alternatively to the greedy ver-
sions, the segmentation can happen in a stochastic
way; drawing segmentation candidates at different
points of a word can improve generalization (Kudo,
2018). The WordPiece variation of BPE is used in
NMT and language models such as multilingual
BERT (Devlin et al., 2019). Regardless of the vari-
ant, these methods handle the out-of-vocabulary
problem by breaking down unseen or rare words
into pieces that are in the vocabulary. The prob-
lem is that BPE can generate subword pieces that
are not linguistically plausible. The BPE tokeniza-
tion is not ideal for social media domains because
its rules do not necessarily apply across domains,
particularly the ones with substantial noise and
spelling differences (Bostrom and Durrett, 2020).

Compositional models The idea of composing
OOV vectors has been explored before (Ling et al.,
2015a; Plank et al., 2016). However, learning such
vectors requires a large corpus and long comput-
ing time (i.e., processing characters). Pinter et al.
(2017) proposed learning OOV words from a pre-
trained word embedding dictionary. They treat
every word from the dictionary as a sequence of
characters and output a single vector that mimicks
the associated word embedding in the dictionary.
Schick and Schiitze (2019) improved this method
by introducing attentive mimicking to account for
context, besides the surface form of the word.

3 Method

Given a word w, a subword model produces a se-
quence of subword pieces s = (sg, S1,...,5n),
such that the concatenation of all the segments
from s fully reconstructs the word w. Regardless
of whether a subword piece represents a character
in a word or not, all the pieces are treated as se-
mantic units within a sentence.?> Such pieces come

ZPrevious studies (Clark et al., 2019; Rogers et al., 2020)
showed that BERT learns syntax and parsing within its self-

from a rule-based system that does not take into
account semantics or morphology during the tok-
enization. Thus, the subword tokenization has a
significant impact on the semantic abstraction from
upper layers in pre-trained models like mBERT.

To alleviate such problems, we build word rep-
resentations out of characters. The char2subword
module allows flexible tokenization patterns, where
the model can split by spaces, use the original tok-
enization method, or employ a different tokeniza-
tion process as defined by the user. There are two
main phases in our proposed method: approximat-
ing subword embeddings with the char2subword
module (i.e., ideally replicating the embedding
space FE) (Section 3.1), and contextually integrat-
ing the char2subword module into the pre-trained
model (Section 3.2).

3.1 Approximating the subword embedding

Consider a subword s; from the vocabulary V and
a subword embedding matrix E € RIVI*4 we
learn a parameterized function fy : Rld*1 —
R? that maps the sequence of characters ¢; =
(i1, Ci2, - - -5 Ci|s,|) from the subword s; to its cor-
responding embedding vector e; € E:

éi = f@(Ci) s.t. éi X €;

To accomplish this, we design an objective func-
tion that fulfills our four desiderata; we want the
embeddings to: (i) preserve their angular distances,
(ii) be similar in L? norm to prevent magnitude
disruptions in upper layers of mBERT, (iii) have
similar neighbors in cosine-distance space, and (iv)
ultimately map to the same tokens in embedding
space. We thus optimize fy by minimizing the
overall objective function L(-):

L(ci, e, Yi, fo) = Leos(€s, fo(ci)) + L (e;, fo(cs))
+Lobr (€5, fo(ci)) + Lee(Yis folci))

The four objectives of the loss function corre-
spond to the four aforementioned desired proper-
ties. The first objective, Leos(+), is the cosine dis-
tance between the target and the predicted embed-
ding vectors e; and €;. By using an angular dis-
tance function, we encourage the model to replicate
the semantic relationships and vector arrangements

attention probabilities. That is evidence that subwords need to
preserve semantics when fed into such layers. This suggests
that subword pieces broken down to the character level can
prevent the model from exploiting linguistic properties.
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in the original embedding space of E:

£COS(ei7 éz) =1- ezief

e[ ]é]]

The second objective is the L? norm or euclidean
distance between the vectors e; and é;. The previ-
ous objectives do not regulate the magnitude of the
predicted vector €;, allowing that to be a degree of
freedom for fy. By using the L? norm, we penalize
the model for generating a vector €; with a different
magnitude than e;. Regulating the magnitude is im-
portant to approximate the vector arrangements in
the embedding space. We hypothesize that slightly
different properties in the embedding E can mag-
nify differences at the upper layers of mBERT.

The third objective, L, (+), is the mean squared
error (MSE) of cosine distances generated between
the k-th closest neighbors to e; versus the distances
of the same neighbors with respect to é;:

ny) = topk(e;, E)
k

(’I’Lh...

(dis(ei, nj) — dis(éi, nj))2
1

Loy (€5, €;) =

T =

J

where topk(-,-) retrieves the k-th closest neigh-
bors according to the cosine distances among all
the subword vectors in E. The core idea of this
objective is to force distances between €; and the
neighbors n, to be as similar as possible to the
distances between the same neighbors and e;.

The final objective is the cross-entropy loss
Lce(+). We use E as fixed parameters to project lin-
early from the embedding to the vocabulary. This
loss term forces the model to learn accurate em-
bedding representations such that they map to the
original subwords from the vocabulary V:

V|
Lee(yi, €;) = _Zyij log gi;
J
s.t. 9; = softmax(é; - ET)

Char2subword module We model fj using the
transformer architecture (Vaswani et al., 2017).
The module processes a sample as a sequence of
characters ¢; = (ci1,¢i2, ..., ¢inr) of a subword
s; of length M.> We represent the sequence c;
as the sum between the character embeddings and
sinusoidal positional encodings. We pass the re-
sulting sequence of character vectors X to a stack

3To distinguish between words and subwords, we prepend
“##’ to the sequence c¢; in the case of full words.

Robustness Embedding
mistype
repeat (]
swap (
@#pusiness) ol
usiness Model
characters drop R
toggle char2subword
- (]
punctuation
Subword
business Embedding —
subword Table
mBERT

Figure 2: The char2subword module approximates the
mBERT subword embedding table. We incorporate
noise in every word with single-character operations.

Operation Description

mistype  replace a random character of a subword by
randomly choosing from its nearby keys ac-
cording to a keyboard layout

repeat repeat a random character of a subword

swap randomly choose a character and swap it with
the next character in a subword

drop randomly drop a character of a subword

toggle toggle the case of a randomly chosen charac-
ter from a given subword

punct randomly add a punctuation mark commonly
used within words (e.g., dashes, periods)

Table 1: Single-character operations to incorporate

noise in the approximation stage. The operations are
applied to every word in the vocabulary that exceeds
the four characters.

of [ attention layers, each with k attention heads.
On top of the [ attention layers, we add a linear
layer W, € RY >4 followed by max-pooling and a
layer normalization for the final output é; (see full
definition in Appendix A).

Character-level robustness The flexibility of
the char2subword module makes it easier to teach
the model text invariance because the inputs are
now processed at the character-level. We augment
the subword vocabulary V by introducing natural
single-character misspellings during training. We
apply one operation at a time and only to subwords
that exceed four characters to reduce the chance of
ambiguity between valid subwords. The operations
are described in Table 1 and the high-level view of
the approximation appears in Figure 2.#

*For the mistype operation, we use over 100 keyboard
layouts to cope with the languages in mBERT.
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3.2 Pre-training with the char2subword

The previous techniques leverage the pre-trained
knowledge in the embedding matrix E. However,
the char2subword module may not be integrated
with the pre-trained mBERT’s upper layers since it
has only seen individual subwords without context.
To alleviate that, we pre-train the char2subword
module along with mBERT (Gururangan et al.,
2020). We do not update parameters in upper
layers of mBERT since the goal is to provide the
char2subword module as a drop-in alternative for
E on the publicly available pre-trained models.’
Following Liu et al. (2019), we use a dynamic
masked language modeling (MLM) objective (see
Figure 3). We randomly choose 15% of the sub-
word tokens and mask them at the character level.
We replace 80% of the characters with [MASK],
10% with randomly chosen characters and the re-
maining 10% is left unchanged. We feed charac-
ters to the char2subword module and make predic-
tions from the subword vocabulary V.® We pre-
train the char2subword model with 1M sequences
of 512 subword tokens from Wikipedia (200K se-
quences for each English, Spanish, Hindi, Nepali,
and Arabic text). Using gradient accumulation,
we update parameters with an effective batch size
of 2,000 samples. Note that the model does not
require extensive pre-training since 1) the upper-
layer parameters are initialized from the pre-trained
mBERT checkpoint and kept fixed during training,
and 2) the char2subword module is initialized from
the embedding approximation phase. Thus, pre-
training the model for a few epochs is sufficient.

3.3 Fine-tuning

Once the char2subword module has been opti-
mized, we evaluate the pre-trained model with the
char2subword module on downstream NLP tasks.
Specifically, we experiment with two scenarios: the
full and the hybrid modes.

Full mode This mode completely replaces the
subword embedding table in mBERT (i.e., the set
of parameters and vectors) with the char2subword
module. The idea of this setting is to evaluate
how well approximated was the embedding space
originally in E. Intuitively, if the char2subword
replicates the embedding space in E perfectly, then

SWhile the study focuses on mBERT, this method can be
applied to other pre-trained models like ROBERTa or XLM-R.
®We project the internal representations per word onto the
vocabulary space using E (without updating its parameters).

Feed-forward } Prediction
[ Subword E‘mbeddmg ]
[ Transformers ] (F”r:gg’g%arams.
[ Type + Position Embeddings ]
[ char2subword ] } Trainable params.
)
Masking (0 © @0 @O @)

+
(@) ®0[@eEeeOO]@eee®O®0)
BPE tokenization @
A

Input sentence (

| speak espafiol ]

Figure 3: An example of an input and output of the
pre-training setting with a masked language modeling
(MLM) objective at the character level.

the overall model should behave about the same
as the original mBERT model. Nevertheless, this
setting does not tokenize further a word; hence,
the input sequence tends to be shorter and more
meaning-preserving (i.e., too many subword pieces
for a single word can degrade its meaning).

Hybrid mode Unlike the full mode, this mode
does not replace the subword embedding table. In-
stead, it uses the subword embedding vectors by
default for full words (i.e., not subword pieces).
The model backs off to character-based embed-
dings from the char2subword module when a word
as a whole does not appear in the vocabulary. This
method focuses specifically on subwords rather
than full words, effectively preventing words from
being broken down into pieces.

4 Experiments

Embedding approximation The goal of the ap-
proximation experiments is to replicate the original
subword embedding table while ensuring robust-
ness at the character level. We experiment with
the objective functions described in Section 3.1.
We use the average precision to determine the best
method (we also provide the accuracy for refer-
ence).” The experiments 1.1-1.4 show the results
of each objective separately (see Table 2). Notably,
the cross-entropy objective is the most relevant to
ensure high precision (58% vs. 28.5% of the co-
sine objective). Combining all the objectives gives
an average precision of 60% (experiment 1.9). Al-
though experiment 1.6 and 1.9 perform very close

"Using accuracy to determine the best method can mislead
the interpretation of the model’s capabilities. Accuracy is
not ideal in this scenario since the goal is to approximate an
embedding space rather than merely predicting vocabulary
subwords given their characters.
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Exp. Lee Leos L? Ly Acc. Prec@1 Prec@15 Avg Prec

.1 v 99  99.6 43.9 58.1
12 v 62 418 24.2 28.5
1.3 v 45 18.2 12.2 13.5
1.4 v 43 255 17.1 19.6
15 v Vv 9%  96.1 41.2 55.1
16 VvV 4 95 99.1 46.6 59.9
.7 v v/ 95  98.6 46.7 59.8
1.8 v v 98 974 42.6 56.5
19 v v v Vv 95 983 47.1 60.0

Table 2: The results of approximating the subword em-
bedding table from mBERT using different objectives
(v'). The accuracy denotes the capability of the model
to predict a subword out of its characters. Precision
@ k measures the overlap between the k£ ground-truth
neighbors for a vector e; (that represents subword s;)
and the k neighbors of the predicted vector €;.

100 —-®—  Approx.

% === Approx. — Pre-training

\
;Q\ “\‘ —¥— Approx. = Pre-training - Approx.
E’ 80 v
3 70+ ‘\\ —
o -,
© g0 u N
Dc;'» 50 PR
-, IS
2 +‘ \‘\"'\s-
40 e F— -._—"""‘--.-—'0-—-0———0-—-.
20 + Frb g
2 4 6 8 10 12 14
Top k

Figure 4: The precision up to 15 neighbors combining
the approx. and pre-training phases in different ways.

(59.9% vs. 60%), the latter still preserves more
neighbors along the top k expected neighbors.

After optimizing a char2subword module (exper-
iment 1.9), we contextualize it in the pre-training
phase (Section 3.2). The results show that the preci-
sion at k drops substantially (Figure 4, “Approx. —
Pre-training”). However, when restarting approxi-
mation after pre-training, the model performs far
better than the initial approximated version reach-
ing an average precision of 82.4% (Figure 4, “Ap-
prox. — Pre-training — Approx.”). This improve-
ment shows the need for contextualization for the
original char2subword module. Contextualization
by itself does not guarantee that the module will
resemble the same embedding space as in F (i.e.,
nothing that forces the module to optimize for that).
However, it aligns better the semantics of the space
facilitating the approximation.

Character-level robustness is another essential
aspect when optimizing the char2subword. We
add single-character edits to the training phase de-
scribed in Section 3.1. Table 3 shows the neigh-
bors of the word business and its variations. When

fed business without noise, the char2subword mod-
ules (with and without noise) retrieve semantically-
related neighbors. However, when the word is cap-
italized, the neighbors are not related to the word
business for the char2subword without noise. Also,
the subword tokenization for BUSINESS becomes
B-US-INE-SS, which distorts the meaning of the
original word. Regardless, the char2subword with
noise is resilient to the capitalization pattern and
capable of maintaining the meaning.®

Fine-tuning experiments Once the module is
adapted to mBERT, we benchmark the model in
the full and hybrid modes (see Section 3.3) us-
ing the LinCE benchmark (Aguilar et al., 2020).
Particularly, we focus on language identification
(LID), part-of-speech (POS) tagging, named entity
recognition (NER), and sentiment analysis (SA).
Table 4 shows the results of the experiments us-
ing the full and hybrid modes. Also, we include
ELMOo’s test scores’ as baseline since ELMo com-
poses its representations from characters. For each
proposed model, we use the approximated and pre-
trained (i.e., “Approx. — Pre-training — Approx.”)
versions of the char2subword module. The lan-
guage identification results are not a strong indi-
cator of improvement since the scores are all very
close.'® Nevertheless, it is important to note that
the model, regardless of the version, can perform
on par with the mBERT baseline. This suggests
that the char2subword representations are compati-
ble with the rest of the mBERT model (i.e., mBERT
transformer layers).

For the POS and NER tasks, we see improve-
ments compared to mBERT. The hybrid pre-trained
experiment for Hindi-English is significantly bet-
ter than the baseline for both POS (89.64% vs.
87.86%) and NER (74.91% vs. 72.94%). One
of the reasons for this performance boost is due to
the noise that splitting transliterated Hindi (i.e., Ro-
manized Hindi) generates for the baseline. On the
contrary, the char2subword compresses the translit-
erated words into a single vector, reducing the noise
in the model. The NER results for Spanish-English
(es-en) and Modern Standard Arabic-Egyptian Ara-

8The char2subword module never sees a subword from
the vocabulary with more than a single character edit (i.e., we
defined the robustness procedure this way). That means that
the word BUSINESS never appeared in training for the model.
ritual.uh.edu/lince/leaderboard
"The average score for LID across language pairs is
95.71% for mBERT (baseline) and 95.80% for char2subword
module (hybrid, pre-trained).
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Input Model Neighbors
mBERT (business, 1.0), (Business, 0.61), (businesses, 0.47), (businesses, 0.47), (bisnis, 0.46)
business Char2subword (business, 0.82), (Business, 0.50), (businesses, 0.43), (6usuec , 0.40), (bisnis, 0.38)
Char2subowrd + noise  (business, 0.80), (Business, 0.61), (businesses, 0.53), (6uzuec, 0.43), (negocios, 0.39)
bsusinessses Char2subword (businesses, 0.42), (companies, 0.33), (opportunities, 0.32), (industries, 0.31)
Char2subword + noise  (businesses, 0.79), (companies, 0.53), (shops, 0.52), (corporations, 0.50), (employees, 0.49)
BUSINESS Char2subword (ASEAN, 0.25), (RSS, 0.24), (FCC, 0.24), (WEB, 0.2403), (Austrélia, 0.2360)

Char2subword + noise

(Business, 0.53), (business, 0.32), (Marketing, 0.31), (Corporate, 0.31), (Communications, 0.30)

Table 3: Neighbors from the mBERT subword embedding table using different embedding vectors to represent the
word business and its modifications (e.g., topk(e, E)) . For the mBERT OOV words bsusinessses and BUSINESS,
the tokenizer breaks the words as b-sus-iness-ses and B-US-INE-SS, respectively.

LID (W. Fy) POS (Acc.) NER (Fy) SA (W Acce.)

Method Adaptation Avg es-en hi-en ne-en msa-arz es-en hi-en es-en hi-en msa-arz es-en
Validation set results

mBERT N/A 83.86 98.23 96.37 96.67 91.55 97.29 87.86 62.66 72.94 78.93 56.10

Full Approx. 83.59 98.16 95.79 96.45 91.63 96.93 89.04 62.02 70.79 79.13 55.98

Full Pre-trained  83.89 9820 9697 9647 91.48 9691 89.38 61.23 71.98 79.42 56.82

Hybrid Approx.* 84.33 98.24 96.98 96.50 91.48 97.16 8895 64.26 72.68 80.10 56.98

Hybrid Pre-trained®* 84.60 98.18 96.75 96.37 91.64 97.03 89.64 63.32 7491 80.45 57.71
Test set results

ELMo N/A 79.52 9793 9543 9590 86.53 96.34 86.71 52.58 68.79 56.68 52.88

mBERT N/A 8223 9836 9424 96.32 91.55 97.07 86.30 64.05 72.57 65.39 56.43

Hybrid Pre-trained® 83.03 9833 96.23 96.19 91.19 96.88 88.23 64.65 73.38 66.13 59.07

* Statistically significant with respect to the mBERT baseline, with p-value < 0.01 in student’s t-test (Dror et al., 2018).

Table 4: Results on the LinCE benchmark. Full refers to the full mode where the model only uses the char2subword
to embed the input. Hybrid means that the model uses the subword embedding table by default and backs off to
the char2subword module for OOV words, instead of splitting them. For this table, pre-trained means that the
model was approximated after the pre-training phase (i.e., “Approx. — Pre-training — Approx.”). The languages
involved are English (en), Spanish (es), Hindi (hi), Nepali (ne), Modern Standard Arabic (msa), and Egyptian
Arabic (arz). The best results on each language pair are in bold, and the test scores are in italics.

bic (msa-arz) also exceed the baseline (64.26%
vs. 62.66%). Although there is no transliteration
in these language pairs, there is still much noise
coming from social media user-generated language.
Also, pre-training the char2subword on Spanish
and Arabic data improves the model’s representa-
tions and robustness for such languages.

5 Analysis

Attention for language identification Figure 5
shows the visualization for the Spanish-English
LID task with an intra-sentential code-switching
example (i.e., code-switching at the clause level
of a sentence utterance). The example shows that
the strongest connections at the word level (Figure
5 (left)) happen for words in the same language.
Particularly, the word consequencias is slightly am-
biguous since its morphology overlaps substantially
with both the English and Spanish versions. With
the context from the surrounding Spanish words,
the model can determine that the word is Spanish.

mBERT, LO, H10

Char2subword, L3, H2

[CLS] [CLS] ## #
allright allright ¢ ¢
. . o o
si o si
n n
no no
N N
ya ya e e
sabe sabe q . q
las las u u
consequencias consequencias © €
" S " n n
Eh -7/ Eh ¢ N
1 1
haha haha
a a
[SEP] [SEP] N s
Figure 5: Attention visualization from a Spanish-

English tweet. Translation: “Alright, otherwise you
know the consequences!! Eh, haha.”

Although there are more patterns captured among
all the heads in mBERT, this pattern suggests that
words of the same language can provide contextual
support along with the sentence.

In addition to the contextual support, character-
level attention plays an important role when build-
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ing the word representation. Particularly for this
word, the ambiguity is introduced due to the let-
ter g. Note that the char2subword module creates
strong connections with this letter and parts where
more ambiguity could happen. For example, the
letter i happens where the suffixes -cias (Spanish)
and -ces English could complete the word).

Error analysis By inspecting the mistakes of the
model in the confusion matrix for the Spanish-
English LID development set, we noticed 112 En-
glish words predicted as Spanish, and 101 Span-
ish words predicted as English (see Table 6 in
Appendix B for the confusion matrix). Out of
the 101 English words, 63 were processed by the
char2subword module (i.e., via backoff). Most of
these errors come from words that heavily overlap
in morphology between the two languages. For ex-
ample, the words imagine, rodeos, superego, tacos
are exact spellings between the languages, while
the words apetite and pajamas change one letter
between the languages (e.g., apetito, pijamas in
Spanish). These errors suggest that the robustness
may create some ambiguity when it comes to de-
tecting the text’s language. That is, single-character
differences can denote one or another language, but
the robustness operations (Table 1) can blur such
distinction during the approximation phase. Other
words are interjections that are spelled the same
way (e.g., oh, eh, and Muahahahahaha). Also,
there are cases where the ground-truth labels are
wrong. E.g., the word larges in the the sentence
“La puerta esta abierta para que te larges porque
no te has ido”'" was correctly predicted as Spanish
based on the context (i.e., the correct spelling is
largues, which translates to get out).

Subword sequence lengths Sequences from the
subword tokenization are the same length or longer
than the original sequence of tokens. Quantify-
ing that tells us about the opportunity that the
char2subword mBERT model has in practice. Ta-
ble 5 shows the statistics of the original sequence
lengths (Tokens) and the sequence lengths after the
subword tokenization (Subword). Note that the
average sequence lengths tend to duplicate across
datasets. This can potentially explain a larger gap
in performance for NER and POS tagging tasks
than in LID. The former tasks require more se-
mantics, which aligns with the fact that subwords
degrade meaning by splitting into many pieces.

“The door is open for you to leave, why haven’t you left?”

Original Tokenized
Task Lang. Seqs. Meanisqq Range Meanisyq Range
es-en 33K 121477 [1,39] 21.14120 [1,69]
LID hi-en 744 20.84241 [1,225] 31.41309 [4,278]
ne-en 13K 145463 [3,34] 2854108 [3,63]
msa-arz 1.1K 19.71(,,5 [2, 36] 43~5i14~4 [2, 93]
es-en 10K 12.1476 [1,45] 25.7+142 [1,120]
NER hi-en 314 17~0i6-3 [4, 34] 40~5i13-6 [7, 74]
msa-arz 1.1K 202467 [2,38] 445413 [3,112]
pog &sen 4.2K 7.7+60 [2,90] 99478 [2,127]
hi-en 160 217452 [5,37] 4134122 [7,93]

Table 5: Statistics across the development sets compar-
ing sequence lengths before (e.g., Original) and after
(e.g., Tokenized) subword tokenization.

Parameters vs. efficiency The subword lookup
table in mBERT provides immediate access for
the tokenized text to the embedding space, mak-
ing such a table very convenient. However, this
access is highly restricted to a predefined vocabu-
lary, and, in the case of multilingual models, such
vocabulary has to have adequate coverage for all
the languages involved. Models like mBERT or
XLM-R (Conneau et al., 2020) use more than 100
languages, which translates into a large number of
parameters just to enable the text to be vectorized.
More specifically, mBERT has 177M parameters
in total while only its subword embedding table
(|V| = 119K) occupies 91M parameters—more
than 50% of all the parameters of the model.'?
The char2subword module, on the other hand, re-
duces the number of parameters to S0M, about 45%
less than the subword embedding table, while also
capable of handling misspellings and inflections
robustly. Nevertheless, this module requires more
computation time to come up with subword-level
embedding representations.

Adversarial attacks We assess the robustness
of the char2subword by using the TextAttack li-
brary (Morris et al., 2020). Particularly, we ap-
ply the DeepWordBug recipe (Gao et al., 2018)
to the es-en sentiment analysis validation set.
The attack consists of character-level transforma-
tions on the highest-ranked words that minimizes
the edit distance of the perturbation. Notably,
the char2subword module is more resilient than
mBERT to these attacks; mBERT loses 16.78
points of weighted accuracy (56.10 — 39.32),
while char2subword + mBERT drops 12.41 points
(57.71 — 45.30). Most of the attacks that affect

2For XLM-R base (278M) and large (559M), the percent-
ages are 65% and 49%, respectively.
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the prediction on mBERT are entities. Intuitively, =~ Alan Akbik, Duncan Blythe, and Roland Vollgraf.

this is reasonable since the BPE splits such cases
into many subword pieces, while the char2subword
sticks to the name words and leverage context.

6 Conclusion

2018. Contextual string embeddings for sequence
labeling. In Proceedings of the 27th International
Conference on Computational Linguistics, pages
1638-1649, Santa Fe, New Mexico, USA. Associ-
ation for Computational Linguistics.

Jimmy Lei Ba, Jamie Ryan Kiros, and Geoffrey E. Hin-

We provide a novel, flexible, and robust method
to expand the mBERT subword embedding table.
The char2subword module provides more control
at the tokenization level, and it can generate word
embeddings without being restricted to a fixed
vocabulary or segmentation method. Also, the
char2subword module gives the possibility to re-
fine a language or domain of interest (i.e., by pre-
training the char2subword module) while preserv-
ing its multilingual properties. Finally, this method
is not limited to code-switching; the char2subword
module is a general approach that can be applied
to any word or subword-based pre-trained model.
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A Char2subword Module Definition

We model the char2subword module fy using
the Transformer architecture (Vaswani et al.,
2017). The module processes a sample as a
sequence of characters ¢; = (¢i1,¢i2,---,Cin)
of a subword s; of length M.'"> We represent
the sequence c; as the sum between the char-
acter embeddings and sinusoidal positional
encodings. We pass the resulting sequence of
character vectors X to a stack of [ attention
layers, each with k attention heads. The j-th
attention layer receives the input X; and it outputs
X1 by applying two subsequent components:
multi-head attention and feed-forward layers.
The multi-head attention is defined as follows:

QK'
Attn(Q, K, V) = softmaX(W)V
MultiHead(X) = [head;;. . .; head,|W©

where head; = Attn(XW]Qi, XW].Ki7 XW].Vi)
X = MultiHead(X;)

The feed-forward component linearly projects
X' using Wj; € R%*4d" followed by a GELU ac-
tivation function (Hendrycks and Gimpel, 2016).
The projection is passed to another linear transfor-
mation such that the result X J’ is mapped back to

/

R%:
FFN(X}) = GELU(X;Wj1 + bj1)Wja + bjo
Each component normalizes its input X j =
LayerNorm(X;) using layer normalization (Ba
et al., 2016). We add the normalized input to the

output of the component as in a residual connection
(He et al., 2016):

X = MultiHead(X;) + X;
X1 = FFN(X’)) + X/
Following (Vaswani et al., 2017), we preserve
the dimension d’ of the character embedding

3To distinguish between words and subwords, we prepend
“##’ to the sequence c¢; in the case of full words.

Ground-truth

Pred. amb. fw langl lang2 mixed ne other unk
amb. 0 0 21 16 0 o0 1 1
fw 0 1 0 1 0 o0 0 0
langl 14 0 16K 101 0 74 14 17
lang2 13 0 112 14K 0 51 5 3
mixed 0 0 1 4 0 1 0 0
ne 3 0 110 96 1 597 7 1
other 1 0 13 6 1 3 7K 4
unk 0o 0 8 10 0 3 3 8

Table 6: The confusion matrix on the development set
of the LID task for Spanish-English. The labels are
langl (English), lang2 (Spanish), mixed (partially in
both languages), ambiguous (either one or the other lan-
guage), fw (a language different than langl and lang2),
ne (named entities), other, and unk (unrecognizable
words).

throughout the attention layers. On top of the [
attention layers, we add a linear layer W, € R% x4
followed by max-pooling and a layer normalization
for the final output €;:

é; = LayerNorm(maxpool(X;W, + b))

B Analysis

In Table 6, we provide the confusion matrix of the
pre-trained char2subword model on the Spanish-
English LID development set.
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