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Abstract

In multi-hop QA, answering complex ques-
tions entails iterative document retrieval for
finding the missing entity of the question. The
main steps of this process are sub-question
detection, document retrieval for the sub-
question, and generation of a new query for the
final document retrieval. However, building a
dataset that contains complex questions with
sub-questions and their corresponding docu-
ments requires costly human annotation. To
address the issue, we propose a new method
for weakly supervised multi-hop retriever pre-
training without human efforts. Our method
includes 1) a pre-training task for generating
vector representations of complex questions,
2) a scalable data generation method that pro-
duces the nested structure of question and sub-
question as weak supervision for pre-training,
and 3) a pre-training model structure based on
dense encoders. We conduct experiments to
compare the performance of our pre-trained re-
triever with several state-of-the-art models on
end-to-end multi-hop QA as well as document
retrieval. The experimental results show that
our pre-trained retriever is effective and also
robust on limited data and computational re-
sources.

1 Introduction

Multi-hop QA is the task of answering complex
questions that requires reasoning across multiple
documents (Nogueira and Cho, 2017; Nie et al.,
2019; Sun et al., 2019; Fang et al., 2020; Zhao
et al., 2020). The core components of multi-hop
reasoning are identifying the missing entity in the
question and generating a new query with the miss-
ing entity. Figure 1 shows an example of the reason-
ing process in multi-hop QA. In the example, the
missing entity, which we call bridge entity, of the
question is “Jupiter”. To answer the question, the
correct document for the sub-question “the largest

planet in the Solar System,” should be retrieved.
Supervised training of the multi-hop QA models
for these intermediate reasoning steps requires a
dataset of complex questions, sub-questions, and
their corresponding documents. However, building
such dataset requires costly human annotation and
cannot be done at scale (Min et al., 2019; Wolfson
et al., 2020).

When there is limited annotated supervision sig-
nal, weakly supervised pre-training can be a solu-
tion (Devlin et al., 2019; Liu et al., 2019) which has
shown effectiveness in open-domain QA (Lee et al.,
2019; Guu et al., 2020). Unlike open-domain QA,
it is not trivial to apply a pre-training method to
multi-hop QA due to the complexity in generating
weak supervision data. In open-domain QA, weak
supervision is generated by selecting a document
from a corpus and extracting a sentence from the
document. The sentence becomes a pseudo ques-
tion, and the document becomes a pseudo support-
ing document to be predicted by retrievers. This
two-step process for weak supervision cannot be
directly applied in multi-hop QA since each multi-
hop question refers to multiple documents.

In this paper, we propose a novel weakly super-
vised pre-training method for multi-hop retriever,
LOUVRE (Learning frOm mUIti-hop Variation of
document RElations). Our method contains three
core elements: 1) a pre-training task, 2) a scalable
method to generate pre-training data with weak su-
pervision, and 3) a model to pre-train a retriever
for multi-hop QA. Specifically, we define a task for
pre-training, “Next Document Prediction” (NDP),
which is to retrieve documents for sub-questions.
We then propose “Bridge Entity Re-Phrasing” to
generate the pre-training data. “Bridge Entity Re-
Phrasing” generates complex questions that contain
sub-questions of the bridge entities and their corre-
sponding documents. To generate a complex ques-
tion using a bridge entity without human effort, we
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Q: "What is the name of the biggest moon of [the largest planet in the Solar System]?

Document A: Jupiter

Document B: Ganymede (moon)

Jupiter| is the fifth planet from the Sun and

the|largest in the Solar System.

’ ‘is the largest and most

massive of the [Jupiter]s moons.

Bridge Entity |

Figure 1: An example of chain reasoning in multi-hop QA. Answering the question requires finding “the largest
planet in the Solar System” which is the bridge entity “Jupiter.” With the retrieved document A, the question has
enough information to retrieve the correct answer in document B.

use two documents connected by Wikipedia hyper-
links. The hyperlinked entity becomes the bridge
entity, and the introductory phrase of the entity be-
comes the sub-question in the complex question.
This approach enables our weak supervision data
generation to be scalable, as shown in Figure 2. We
use a dense retriever consisting of a question en-
coder and a document encoder for the pre-trained
model structure (Karpukhin et al., 2020; Xiong
et al., 2021). The two encoders calculate vector
representations of questions and documents. Docu-
ment retrieval is performed by comparing the vec-
tors with MIPS (maximum inner product search).

Pre-training multi-hop retriever with our weak
supervision method brings three benefits: sig-
nificant performance improvement, robustness
on few-shot settings, and computational effi-
ciency. We evaluate our weakly supervised pre-
trained retriever with two types of experiments on
HOTPOTQA dataset: supporting documents predic-
tion and end-to-end multi-hop QA. In both experi-
ments, LOUVRE outperforms previous multi-hop
retrievers. Also, we fine-tune LOUVRE on 1% of
training data and show that the performance of
LOUVRE is comparable to the baselines. We eval-
uate the performance of LOUVRE according to
the computational efficiency. The results show that
LOUVRE requires less inference time than base-
lines.

Contributions of this paper are as follows: 1)
we propose a novel scalable weakly supervised
pre-training method for multi-hop retrievers, 2) we
provide the implementation of LOUVRE and the
pre-trained checkpoint publicly available !, 3) we
show the effect of our pre-training method in multi-
hop QA with various experimental results.

2 Related Work

Distant Supervision in Open-Domain QA:
Many open-domain QA datasets only provide

"https://github.com/yeonsw/LOUVRE

question-answer pairs; some also provide weakly
annotated supporting documents, but they are pre-
dicted by simple heuristics (Joshi et al., 2017; Be-
rant et al., 2013). Document retrieval has suffered
from insufficient strong supervision issues. Hence,
document retrieval has suffered from lack of strong
supervision. To resolve this issue, Karpukhin et al.
(2020) use a document retrieved by TF-IDF as
the supporting document of the given question.
Weak supervision is also an effective method in
the distant supervision setting of open-domain QA.
Lee et al. (2019) use ICT (inverse cloze task) to
generate pseudo question-document pairs and pre-
train their retriever. They select documents from
Wikipedia and extract sentences from the docu-
ments. The selected sentence-document pairs be-
come pseudo-question-document pairs. Guu et al.
(2020) propose a pre-training method for a lan-
guage model that uses knowledge retriever (docu-
ment retriever). They train the knowledge retriever
only with the language modeling loss without us-
ing any supervision signal of supporting documents.
Although pre-training methods show effectiveness
in open-domain QA, they are limited to single-hop
retrievers.

Multi-Hop QA: To overcome the lack of su-
pervision signal in multi-hop QA, weak supervi-
sion methods have been proposed. Qi et al. (2019)
propose a sub-question generation method. They
use heuristically generated pseudo-questions as
supervision for the question generation model.
Perez et al. (2020) generate weak supervision for
question decomposition by mapping a complex
question to multiple single-hop questions in ex-
isting QA datasets. They use complex questions
in HOTPOTQA (Yang et al., 2018) and single-hop
questions in SQuAD 2.0 (Rajpurkar et al., 2018).
Another method to train multi-hop QA models
without human annotated datasets is by taking two
simple questions and generating a complex ques-
tion (Pan et al., 2020). They generate complex ques-
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Document A

(Quantum mechanicslis a fundamental theory in physics that
provides a description of the physical properties of nature at the

(What]is a fundamental theory

scale of [subatomic particles

in physics that provides a description of the

Document B~ Hyperlink

[> physical properties of nature at the scale of
al

| [Subatomic-particles}are particles that are smaller than the atom |

re particles that are smaller than the atom }

Question: What is a fundamental theory in physics that provides a description of the physical properties of nature at the

scale of are particles that are smaller than the atom ?

Answer: Quantum mechanics

Supporting documents in order: Document B -> Document A

Figure 2: Proposed pre-training data generation process. Two documents connected by Wikipedia hyperlink are
selected. In “Bridge Entity Re-Phrasing” process, document B which describes the entity “subatomic particles” is
used to re-phrase the entity in document A. After replacing the answer entity, “Quantum mechanics”, the complex
question and its corresponding supporting documents are generated.

tions with GPT-2 (Radford et al., 2019) fine-tuned
on SQuADI.1. Our work improves upon previous
research by providing a more general method that
leverages a large open corpus with retriever pre-
training.

3 Method

We propose an effective and scalable pre-training
method that provides weak supervision of the com-
plex questions with sub-questions and their corre-
sponding supporting documents.

3.1 Next Document Prediction

B

We propose the “Next Document Prediction’
(NDP) task for pre-training. NDP refers to the pro-
cess of recurrent document retrieval used in (Qi
etal., 2019; Asai et al., 2020; Xiong et al., 2021).
We apply the common definitions in the existing
studies to our “Next Document Prediction” task.
We define NDP as the task that predicts documents
in the reasoning sequence [d1, ..., d,,| recurrently
as follows:

dy = Retriever(q, Di_1), (D
where ¢ is a question, d, is a predicted document
at step k, and Dy_ is a set of documents retrieved
in the previous steps, {d1, ..., dg_1}.

3.2 Bridge Entity Re-Phrasing

Our pre-training requires a dataset of questions,
sub-questions, and their corresponding reasoning
chains (i.e., a sequence of documents). We propose
“Bridge Entity Re-Phrasing” for generating this pre-
training dataset. “Bridge Entity Re-Phrasing” takes
two steps: entity selection and re-phrasing. Fig-
ure 2 provides an overview of our data generation
process. We provide the detailed description of

“Bridge Entity Re-Phrasing” in the following para-
graphs.

The “Bridge Entity Re-Phrasing” process re-
quires informative entities and the description
of the entity. We assume that an entity with a
Wikipedia hyperlink is an informative entity. Also,
hyperlink entities often have Wikipedia articles de-
scribing the entities. The hyperlink entity becomes
the bridge entity. In Figure 2, document A and
document B are connected with the bridge entity,
“subatomic particles”. We re-phrase the selected en-
tity with the first line of the document. In Figure 2,
“subatomic particles” is re-phrased with the first line
in document B. When the bridge entity appears in
the question, multi-hop retrievers easily find the
bridge document using only the word. To prevent
this issue, we remove the bridge entity from doc-
ument B. The generated document becomes the
document to be used for question-answer pair gen-
eration.

Generating a question-answer pair from a sin-
gle document has been studied by pre-training re-
search in open-domain QA (Lee et al., 2019; Guu
et al., 2020). We extend their work to generate
questions, reasoning chains, and answers. We ran-
domly select an entity from the merged document
and replace the entity with the word “what”. In
Figure 2, “Quantum mechanics” is the entity word
and replaced with “what.” The new sentence be-
comes a pseudo-question, and the replaced entity
becomes the answer. Since document B contains
the bridge entity, the pseudo-question reasoning
chain becomes [document B, document A].

3.3 Model Architecture

Model structure for our pre-training is subject to
two requirements: general model structure and re-
current retrieval. We use multi-hop dense retriever
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(Xiong et al., 2021) which meets the two require-
ments and is based on the DPR (dense passage
retriever) (Karpukhin et al., 2020). DPR consists
of a question encoder Eg and a document encoder
Ep, both of which are based on RoBERTa-base.
Documents are retrieved by MIPS (maximum inner
product search) with similarity between the ques-
tion vectors and the document vectors as follows:

sim(q, d) = EqQ(q)"Ep(d). 2)

MDR retrieves documents recurrently by taking
the previously retrieved documents as input. MDR
concatenates the question ¢ and the retrieved doc-
uments {dj,...,dx—1} and calculates a question
vector for k-th step as follows:

dp = argmax,(Eqg(q,d1,...,dx—1)TEp(d)), 3)

where d is a document in the corpus.

We train the dense encoder to assign the highest
probability for the ground truth document among
the documents in the huge corpus. The loss function
for our pre-training is as follows:

Lxgp(qk, di) =
eSim(akd) 4)

GSIm(qudk) —|— ZdEneg(dk) GSIm(kad) ’

—log

where ¢; is a concatenation of ¢ and Dj_q, and
neg(dy) is a set of documents excluding dj. Since
computing the softmax over the whole corpus is
computationally expensive, we use in-batch nega-
tives for neg(dy,) (Karpukhin et al., 2020).

4 Experimental Setup

4.1 Pre-Training Details

We generate our pre-training data from 5,233,329
Wikipedia articles provided by Yang et al. (2018).
We select all sentences that contain at least one
hyperlinked entity to generate pseudo questions
and randomly select “answer” entities from the
sentences 2. Our data generation process builds
13.9 million question-document-answer triples. We
pre-train our dense retriever with a batch size of
256 for 200K+ steps. We use Adam with a warm-
up ratio of 0.1 and set the learning rate to 2 x 1075,
We use a machine with eight V100 (32G) GPUs.

>We use spaCy for entity recognition
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TF-IDF Wiki RR Eff
LOUVRE
- eff v v v
- Wiki v
- reranking v
- reranking-Wiki v v

Table 1: The five variations of LOUVRE. Each column
represents sparse retrieval (TF-IDF), Wikipedia hyper-
links (Wiki), reranking (RR), and efficient fine-tuning
(Eff). “Eff” represents whether the model uses efficient
hyper-parameter setting, a batch size of 32 and a num-
ber of epochs of 15.

4.2 Fine-Tuning Details

We use TF-IDF negatives in addition to in-batch
negatives for fine-tuning as in Karpukhin et al.
(2020); Xiong et al. (2021). We set the number of
TF-IDF negatives to 2. We use the Adam optimizer
with a warm-up rate of 0.1 and set the learning rate
to 2 x 107°. We set the batch size to 32, the num-
ber of epochs to 15. To achieve better performance,
we additionally fine-tune our model with another
hyper-parameter setting: a batch size of 150 and a
longer training time of 50 epochs.

4.3 Tasks

Supporting Document Prediction: In this task, re-
trievers and rerankers predict supporting docu-
ments for each question in HOTPOTQA dataset
(Yang et al., 2018). The models predict possible
combinations of supporting documents. Formally,
when a question, g;, has been taken as input of
the model, the models yield a ranked list of K-sets
of documents, L; = [{d,,dy}]%_,. Bach {d,,d}}
is a pair of candidate supporting documents. In
HOTPOTQA, the number of supporting documents
is fixed to 2. We use the 5 million Wikipedia arti-
cles as the knowledge source.

End-to-End Multi-Hop QA: We evaluate the sup-
porting facts prediction performance and the an-
swer prediction performance of LOUVRE on
HOTPOTQA full wiki setting (Yang et al., 2018).

4.4 Multi-Hop Retrieval Strategy

We propose five variations of LOUVRE based on
existing multi-hop retrieval strategies. Multi-hop
document retrievers leverage three strategies for
performance improvement and computational ef-
ficiency: sparse retrieval methods such as TF-IDF
(Nie et al., 2019), Wikipedia hyperlinks (Asai et al.,



2020), and reranking (Xiong et al., 2021). Sparse
retrieval methods select a small number of candi-
date documents relevant to the given question and
are used to narrow down the search space of dense
retrievers. We use TF-IDF and keyword matching
as Nie et al. (2019) to retrieve 200 candidate docu-
ments. Existing multi-hop retrievers select reason-
ing paths (document chains) from documents con-
nected with Wikipedia hyperlinks. We iteratively
select the next-hop documents from the documents
connected with the previously retrieved documents.
Rerankers take the candidate reasoning paths (pairs
of documents) from the retriever and predict the
most probable reasoning path. We use the reranker
proposed by Xiong et al. (2021). Table 1 shows the
detailed information of these five variations.

4.5 Baselines

We compare our model to two types of multi-hop re-
trievers with and without reranking. For retrievers,
we use TF-IDF, DPR (Karpukhin et al., 2020), Cog-
nitive Graph (Ding et al., 2019), GOLDEN Retriever
(Qi et al., 2019), and MDR (Xiong et al., 2021).
For rerankers, we use SemanticRetrievalMRS (Nie
et al., 2019), PathRetriever (Asai et al., 2020),
MDR-reranking (Xiong et al., 2021), and HopRe-
triever (Li et al., 2020). We describe detailed exper-
imental settings of each baseline in Appendix A.

4.6 Metric

We use five evaluation metrics: EM, F1, R@K,
PathR @K, and AR@K. EM and F1 measure an-
swer prediction and supporting fact prediction per-
formance of multi-hop QA models (Yang et al.,
2018). In addition to R@K, which measures the
performance of supporting document prediction,
we use another metric PathR @K to evaluate how
well the retriever predicts the entire set of support-
ing documents. Since the readers predict answers
by reading each path, PathR @K is a more appropri-
ate estimate of answer prediction. The definitions
of R@K and PathR@K are:

R@K = 1(G C D)
PathR@K = 1((G = P,) V...V (G = Pg)),
)

where G = {g;, g;} is the set of ground truth sup-
porting documents, D is the set of retrieved doc-
uments, and P; = {d,,d,} is a reasoning path
ranked at s.

In our experimental setting, D is set to all docu-
ments in Ufi/ 12 P;. AR@K measures the percent-
age of predictions that at least one passage in the
top K predicted paths contains the answer text.

5 Results & Discussion

LOUVRE overcomes limited supervision in multi-
hop QA with our weakly supervision data. Train-
ing with additional data brings progress in three
ways: overall retrieval performance improvement,
2) robustness on a few-shot setting, and 3) over-
all improvement in the end-to-end multi-hop QA.
We verify these improvements on the two tasks
described in section 4: supporting document pre-
diction and end-to-end multi-hop QA.

5.1 Supporting Document Prediction

In this experiment, we demonstrate the efficacy
of LOUVRE with document retrieval experiments.
First, we show the performance gain that comes
from using our pre-trained model. Then, we show
that the result becomes more significant in few-shot
settings.
Effect of Our Pre-Training: We compare LOU-
VRE with MDR which is a multi-hop retriever
fine-tuned on RoBERTa-base. We use the same
fine-tuning method as MDR but initialize the pa-
rameters with LOUVRE. Table 2 shows the results.
LOUVRE achieves 1.1% absolute performance
improvement than when using RoBERTa (65.9);
PathR@1 of LOUVRE is 67.0. Also, LOUVRE
outperforms MDR in other evaluation metrics. In
reranking experiments, we use the same rerank-
ing model as MDR-rerank. The only difference
between LOUVRE-rerank and MDR-rerank is the
parameter initialization method in the fine-tuning
step same as the retriever experiment. These results
show that our pre-training method is effective even
after reranking; PathR@1 of LOUVRE-rerank is
83.2, and PathR@1 of MDR-rerank is 81.2.
Weak Supervision and Training Time: 1.OU-
VRE’s pre-training method uses additional train-
ing with the multi-hop weak supervision dataset
and results in the performance improvement shown
above. To verify that the performance gap between
RoBERTa and LOUVRE is not from the additional
training time that LOUVRE uses in pre-training,
we train RoOBERTa with much a longer training
time, 50 epochs, and compare with LOUVRE.

In Figure 3, we show the performance of
RoBERTa fine-tuned for {2, 5, 15,50} epochs and
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Wiki link PathR@1 R@10 R@20 AR@1
TF-IDF 9.8 27.6 35.1 43.4
DPR 25.2 45.4 52.1 -
Cognitive Graph 57.8 - - 76.0
GoldEnRetriever - 75.4 - -
Retriever MDR 65.9 77.5 80.2 75.4
LOUVRE-eff (1%) v 53.5 75.5 80.0 72.3
LOUVRE-eff v 65.3 80.4 83.0 78.9
LOUVRE 67.0 77.8 80.3 76.3
LOUVRE-Wiki v 69.5 80.7 82.4 77.8
SemanticRetrievalMRS v 63.9 81.7 82.1 77.9
PathRetriever v 75.7 82.4 - 87.5
MDR-rerank 81.2 86.4 86.6 88.2
Reranker HopRetriever (w/o Wiki link) 66.2 78.8 - 76.3
HopRetriever v 82.5 88.6 - 86.8
LOUVRE-rerank 83.2 89.1 89.7 90.0
LOUVRE-rerank-Wiki v 83.5 89.5 90.1 89.8

Table 2: Performance of retrievers. LOUVRE outperforms baseline retrievers and rerankers. Wiki link denotes

whether the model uses Wikipedia hyperlinks.

85

__________ Y
80 g —————————— -
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-® LOUVRE-eff
-<¢- ROBERTa
70 25 15 50
N epochs

Figure 3: Comparison of LOUVRE-eff fine-tuned for
15 epochs with RoBERTa fine-tuned for 2 to 50 epochs.
The performance of RoBERTa flattens at 15 epochs.

the performance of LOUVRE fine-tuned for 15
epochs. The performance of RoOBERTa stabilizes at
approximately 80% in terms of PathR @20 after 15
epochs. This result shows that the main factor of the
performance improvement from our pre-training
method is not merely from longer training time
but the unique information for multi-hop retrievers
provided by our weak supervision.

Retrieval  Performance of Variations of
LOUVRE-eff: Table 2 shows the effect of
using LOUVRE. Similar results are observed in
LOUVRE-eff. Table 3 shows the same experiments
as Table 2 but in efficient fine-tuning setting, a
small batch size and a short train time. We compare
LOUVRE-eff with the retrieval performance of

R PathR
@10 @20 @8 @20
LOUVRE-eff 804 83.0 819 835
- 1% train data 75.5 80.0 77.1 815
- zeroshot 448 558 483 59.0
- w/o pre-training 75.7 78.5 76.9 79.8
DPR-zeroshot 39.0 51.6 428 56.6

Table 3: Supporting document prediction performance
of retrievers.

LOUVRE-eff without our pre-training method,
which is fine-tuned on RoBERTa. Applying
our pre-training method increases the retrieval
performance by 4.7% point (R@10); R@10 of
LOUVRE-eff is 80.4 and R@10 of LOUVRE-eff
without pre-training is 75.7. Taking the results in
Table 2 (the performance gain from our method
with a big batch size/train epochs is 1.1) and
the results in Table 3, we see the performance
gain increases as there is more limitation on
computation time.

Robustness on Few-shot Settings: Pre-training al-
leviates the model’s drastic performance drop when
the number of training data is insufficient. We
demonstrate the robustness of LOUVRE on few-
shot settings with different sizes of train data. We
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Figure 4: Retrieval performance of LOUVRE,
LOUVRE-eff, and RoBERTa. The only difference
between each model in the comparison models, (LOU-
VRE and MDR) and (LOUVRE-eff and RoBERTa),
is the pre-trained model being used for parameter
initialization.

fine-tune LOUVRE and MDR on a small portion
of the HOTPOTQA train set within 0.1% to 100%.
Figure 4 shows that the performance gap between
LOUVRE and MDR increases as the size of train
data decreases. When we use 0.1% of HOTPOTQA
train data, almost 30% of LOUVRE’s predictions
contain correct supporting documents; the perfor-
mance of MDR with the same amount of train data
is close to 0. We conduct the same experiment with
LOUVRE-Wiki and verify that using Wikipedia
hyperlinks improves the robustness on a few-shot
setting by 10.5% point in terms of PathR@5 when
there is only 0.1% train data.

We conduct the same experiment with a small
batch size of 32 and 10 epochs. Figure 4 illustrates
the retrieval performance of LOUVRE-eff and
LOUVRE-eff without our pre-training (RoBERTa)
depending on the proportion of the data used for
fine-tuning. It is worth noting that LOUVRE-eff
fine-tuned with 10% data outperforms RoBERTa
with 100% and shows little performance degrada-
tion compared to fine-tuning with 100%. We report
the detailed results of LOUVRE-eff (1%) in Table
2. Table 2 shows that LOUVRE-eff (1%) achieves
comparable performance to MDR trained on full
data with a larger batch size and a longer train
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Figure 5: The retrieval performance of baselines
and their computational efficiency. The beam sizes
used for each model are as follows: [3,10,20,40]
for LOUVRE-eff, [3,10,13,30] for LOUVRE-
rerank, [10,10,50,100,100] for LOUVRE-rerank-
wiki, and [3,10,100] for MDR-rerank. We use
the input size of the reranker of each model as
follows: [9,100,169,900] for LOUVRE-rerank,
[10, 40, 50,100, 400] for LOUVRE-rerank-wiki, and
[9, 100, 100] for MDR. We evaluate PathRetriever with
different number of initial n-documents retrieved by
TF-IDF; n € {20, 50, 100, 500}.

time; R@10 of LOUVRE-eff (1%) is 2.0% point
lower than R@ 10 of MDR, which is 97% of the
performance of MDR.

Furthermore, we evaluate the zero-shot perfor-
mance of LOUVRE-eff and compare to DPR not
fine-tuned on HOTPOTQA. To adapt DPR to the
multi-hop retrieval task, we replace encoders in
LOUVRE-eff with DPR encoders. We report this
result in Table 3. In Table 3, LOUVRE-zeroshot
achieves higher performance (R@10: 44.8 and
R@20: 55.8) than DPR-zeroshot (R@10: 39.0 and
R@20: 51.6).

Computational Efficiency: We compare the in-
ference time of baselines and LOUVRE, with
the number of BERT-base executions needed for
each question. We exclude the inference time
for document indexing which can be done a pri-



Answer Support Joint
EM F1 EM F1 EM F1
SemanticRetrieval MRS 4532 5734 38.67 70.83 25.14 47.60
Transformer-XH 51.60 64.07 4091 7142 26.14 51.29
PathRetriever 60.04 7296 49.08 76.41 3535 61.18
MDR 62.28 7529 5746 80.86 41.78 66.55
LOUVRE 6290 75.82 57.71 81.26 42.18 67.08

Table 4: End-to-end multi-hop QA performance of models on HOTPOTQA test set.

Retriever #BERT Joint F1

Reader: BERT

- PathRetriever-eff 50F 56.85
- LOUVRE-eff 50t 60.23
Reader: ELECTRA

- MDR 450t 66.55
- LOUVRE-Wiki 450+ 66.87

Table 5: The end-to-end multi-hop performance of
LOUVRE-eff and LOUVRE-Wiki on HOTPOTQA test
set with the same inference speed as baselines.

ori. The number of BERT executions for each
baseline is derived from each paper and its im-
plementation. We measure the inference time of
LOUVRE, PathRetriever, and MDR in various
hyper-parameter settings by adjusting the num-
ber of beam size and the number of documents
retrieved by the sparse retriever, TF-IDF. The num-
ber of BERT executions of MDR, LOUVRE-eff,
and LOUVRE-eff with a beam size of b is calcu-
lated as follows: #BERT = 1(question encoding)+
b(question-passage encoding). The inference time
of MDR-rerank, LOUVRE-rerank, and LOUVRE-
rerank-wiki involves another factor, the input size
of the reranker. The inference time of these rerank-
ing models with a beam size of b and a input size
of r becomes #BERT = 1 + b + r. For PathRe-
triever, we vary the number of documents retrieved
by the sparse retriever, TF-IDF. Figure 5 illustrates
that LOUVRE is more effective and efficient than
the baselines because it yields better retrieval per-
formance with a much smaller number of BERT
executions.

5.2 End-to-End Multi-Hop QA

In this section, we demonstrate that the end-to-end
multi-hop QA pipeline using LOUVRE retains the
three outcomes of LOUVRE: overall performance
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improvement, robustness on a few-shot setting, and
the fast inference speed. We use multi-hop QA
pipelines of MDR and PathRetriever. All the com-
ponents of the multi-hop QA pipelines except the
retriever are fixed. We plug in each baseline re-
triever and LOUVRE to the pipeline and evaluate
the end-to-end performance of each model.

End-to-End Performance: Table 4 shows the end-
to-end multi-hop QA performance of baselines and
LOUVRE. In this experiment, we replace the re-
triever of MDR’s pipeline with LOUVRE-rerank.
We set the beam size to 30 and the input size of
the reranker to 900. LOUVRE outperforms base-
lines with a Joint F1 of 67.08. Table 5 shows the
performance of LOUVRE-Wiki using the same in-
ference time as MDR. In this experiment, we use
a beam size of 100 and the reranker’s input size
of 350. MDR uses a beam size of 200 and the
reranker’s input size of 250. LOUVRE-Wiki out-
performs MDR by 0.32% point in terms of Joint F1.
We conduct the same experiment with LOUVRE-
eff and PathRetriever. Table 5 shows the results.
LOUVRE-eff in Table 5 represents the end-to-end
pipeline of PathRetriever-eff using LOUVRE-eff
as the initial candidate document retriever not TF-
IDF. We set the number of initial candidate doc-
uments of LOUVRE-eff and PathRetriever-eff to
50. LOUVRE-eff outperforms PathRetriever-eff
by 3.38% point without any loss of computational
efficiency. We provide the detailed experimental
results of LOUVRE-eff in Appendix B.

End-to-End Performance of Variations of
LOUVRE-eff: Table 6 shows the end-to-end
performance of each model on different inference
time, size of train data, and pre-training. We
evaluate two types of LOUVRE-eff. LOUVRE-
eff (RR) represents the same pipeline used in
Table 5. LOUVRE-eff (w/o RR) represents the
pipeline that consists of LOUVRE-eff and the
reader. Comparison between PathRetriever(500™)



RR #BERT | Joint F1
PathRetriever ve 500" 59.5
- fast inference v 100t 58.6
- fast inference v 50t 56.7
LOUVRE-eff v 100t 60.5
- fast inference v 50F 60.1
LOUVRE-eff 41 57.9
- 1% train set 41 57.1
- w/o pre-training 41 54.3
- fast inference 5 53.3

Table 6: End-to-end multi-hop QA performances of
baseline models and LOUVRE on HOTPOTQA dev set.
#BERT denotes the number of BERT-base executions
in supporting document prediction and the number of
documents that the reader takes as input. We exclude
the inference time of the supporting sentence selector.
We use the same reader model as PathRetriever.

and LOUVRE-eff (100") shows that applying
LOUVRE-eff to PathRetriever increases Joint
F1 by 1 with 5 times faster inference speed. We
conduct the same experiment by reducing the
number of documents retrieved by LOUVRE-eff
and achieve 0.6% point higher Joint F1 than
PathRetriever with 10 times faster inference speed.

We conduct ablation studies with two factors of
retrievers: 1) size of train data and 2) pre-training.
We fix the reader with BERT-wwm fully fine-tuned
on HOTPOTQA train set. Table 6 shows the results.
When we train LOUVRE-eff with only 1% of the
train set, the end-to-end performance drops by 0.8%
point. However, using ROBERTa with the whole
train set decreases the performance by 3.6% point.
This result indicates that our pre-training methods
bring more significant improvement to the end-to-
end multi-hop QA pipeline when the size of the
train data is small.

Decreasing the search space of multi-hop re-
trievers increases the retriever’s computational ef-
ficiency but results in a significant performance
drop. We demonstrate the robustness of LOUVRE-
eff when the computation time is limited. We de-
crease the beam size of LOUVRE-eff to 2 and
the number of output paths to 2; the total num-
ber of BERT executions of this model is #BERT =
1 + 2(beam size) + 2(input size). Table 6 shows
that LOUVRE-eff achieves 89% of PathRetriever’s
performance with almost 100 times faster infer-
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ence speed of PathRetriever. We adjust the infer-
ence speed of PathRetriever and compare it with
LOUVRE-eff (w/o RR). LOUVRE-eff (w/o RR)
outperforms PathRetriever (507) by 1.2% point
with less computation time. LOUVRE-eff (w/o RR)
trained only with 1% train data even outperforms
PathRetriever (507).

6 Conclusion

Answering complex questions includes reasoning
across multiple documents. Recent studies have
found that reasoning requires learning sub-question
detection and relevant document retrieval to predict
n correct answer with supporting facts. However,
building such datasets requires costly human anno-
tation and has limited scalability. To address this is-
sue, we proposed a weakly supervised pre-training
method for multi-hop retriever, LOUVRE. Our pre-
training method contains three elements: “Next
Document Prediction™ task, “Bridge Entity Re-
Phrasing”, and a model. We demonstrated the effi-
cacy of LOUVRE and its robustness on few-shot
settings with extensive experiments on supporting
document retrieval task and end-to-end multi-hop
QA task. We also showed that our method performs
very well at a much lower inference cost.
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A Appendix: Baselines

Retrievers: Retrievers encode questions and doc-
uments independently, and search documents by
comparing the question vector and the document
vectors. Retrievers are computationally efficient
compared to rerankers since the document vec-
tors can be indexed before the questions are given.
In TF-IDF, to get the list of supporting doc-
uments from the retrieved documents, we rear-
range the ranked documents [dy, da, d3, d4, ...] to
[{d1,d2},{ds,ds},...]. DPR (Karpukhin et al.,
2020) is a single-hop document retrieval model. We
compare LOUVRE to the performance of DPR fine-
tuned on HOTPOTQA reported from Xiong et al.
(2021). Cognitive Graph (Ding et al., 2019) and
GOLDEN Retriever (Qi et al., 2019) are multi-hop
document retrieval models. We report the perfor-
mance of Cognitive Graph reported from Asai et al.
(2020) and the performance of GOLDEN Retriever
reported from Qi et al. (2019). We fine-tune LOU-
VRE with the same training method proposed in
MDR (Xiong et al., 2021); thus, the performance
difference between LOUVRE and MDR only re-
sults from our pre-training method. We report the
performance of MDR from Xiong et al. (2021).

Rerankers: Rerankers reorder reasoning
paths/documents predicted by retrievers. Rerankers



Answer Support Joint
RR #BERT EM F1 EM F1 EM Fl
PathRetriever v 500  60.2 72.8 463 737 33.8 595
v 100" 59.7 72,6 448 72.6 327 58.6
v 50" 583 71.1 427 708 31.0 56.7
LOUVRE-eff v 100t 60.4 734 48.0 747 351 60.5
- fast inference v 50" 60.2 729 47.6 745 348 60.1
LOUVRE-eff 41 593 715 449 717 334 579
- 1% train data 41 587 71.0 443 70.7 326 57.1
- w/o pre-training 41 579 70.1 424 690 315 543
- fast inference 5 543 663 419 672 30.5 533

Table 7: End-to-end multi-hop QA performances of baseline models and LOUVRE on HOTPOTQA dev set.

Answer Support Joint
#BERT EM Fl1 EM Fl1 EM F1
SemanticRetrieval MRS ~ 39.4/- 4532 57.34 38.67 70.83 25.14 47.60
Transformer-XH 100/- 51.60 64.07 4091 7142 26.14 51.29
PathRetriever 50* 58.21 70.86 4291 7130 30.95 56.85
LOUVRE-eff 50* 59.79 72.65 4795 74.89 34.54 60.23

Table 8: Evaluation results on HOTPOTQA test set. We retrieve the test results of PathRetriever (50*) model and our

model from the HOTPOTQA leaderboard.

calculate score of each paths/documents by jointly
encode each document with the given question.
As a result, reranking takes a huge portion of
computation time of the end-to-end multi-hop
QA pipeline. SemanticRetrievalMRS (Nie et al.,
2019) propose the document reranking model
that takes output of sparse retrievers such as
TF-IDF. Since the model outputs documents
not a list of supporting documents, we use the
same document rearranging method as TF-IDF
above. PathRetriever (Asai et al., 2020) and
HopRetriever (Li et al., 2020) are reasoning path
prediction models. These models use TF-IDF
and BERT to retrieve and rerank the candidate
documents. They use Wikipedia hyperlinks for
candidate documents selection as described in
section 4.4 and beam search with size 8 to rank
each predicted supporting documents. MDR
(Xiong et al., 2021) provides a reranking model as
well as their retriever. We report the performance
of MDR-reranking from Xiong et al. (2021).
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B Appendix: End-to-End Performance
of LOUVRE-eff

Table 7 shows the additional results of Table 6. We
evaluate LOUVRE-eff on other evaluation metrics
used in the HOTPOTQA benchmark and verify the
efficacy of LOUVRE-eff. We report the detailed
results of Table 5 in Table 8. The results show
the end-to-end performance of LOUVRE-eff and
PathRetriever on the HOTPOTQA test set.



