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Abstract

Document-level relation extraction has at-
tracted much attention in recent years. It is usu-
ally formulated as a classification problem that
predicts relations for all entity pairs in the doc-
ument. However, previous works indiscrimi-
nately represent intra- and inter-sentential re-
lations in the same way, confounding the dif-
ferent patterns for predicting them. Besides,
they create a document graph and use paths
between entities on the graph as clues for log-
ical reasoning. However, not all entity pairs
can be connected with a path and have the
correct logical reasoning paths in their graph.
Thus many cases of logical reasoning cannot
be covered. This paper proposes an effec-
tive architecture, SIRE, to represent intra- and
inter-sentential relations in different ways. We
design a new and straightforward form of logi-
cal reasoning module that can cover more logi-
cal reasoning chains. Experiments on the pub-
lic datasets show SIRE outperforms the pre-
vious state-of-the-art methods. Further analy-
sis shows that our predictions are reliable and
explainable. Our code is available at https:
//github.com/PKUnlp-icler/SIRE.

1 Introduction

Relation Extraction (RE) is an important way of
obtaining knowledge facts from natural language
text. Many recent advancements (Sahu et al., 2019;
Christopoulou et al., 2019; Yao et al., 2019b; Nan
et al., 2020; Zeng et al., 2020; Wang et al., 2020)
manage to tackle the document-level relation ex-
traction (doc-level RE) that extracts semantic re-
lations among entities across multiple sentences.
Due to its strong correlation with real-world sce-
narios, doc-level RE has attracted much attention
in the field of information extraction.

The doc-level RE task is usually formulated as
a classification problem that predicts possible rela-
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ABBA Live
[1] ABBA Live is an album of live recordings by Swedish pop
group ABBA, released by Polar Music in 1986. ... [6] The tracks
were mostly taken from ABBA’s concerts at Wembley Arena in
London in November 1979. ... [13] It was remastered ...

Head: Polar Music
Tail: Swedish
relation: country of origin
Head: Wembley Arena
Tail: London
relation: located in

evidence: [1]

evidence: [0]

IBM Research—Brazil

[1] IBM Research—Brazil is one of twelve research laboratories
comprising IBM Research, its first in South America. ... [2] It
was established in June 2010, with locations in Sdo Paulo and
Rio de Janeiro. ... |5] In collaboration with Brazil’s government,
it will help IBM ... [6] ... IBM has 4 priority areas in Brazil ...

country 1,2, 5]
Brazil

has part [1, 5]
continent [1,2, 5]

continent [1, 5]

Sdo Paulo South America

Figure 1: Two examples from DocRED (Yao et al.,
2019b) for illustration of intra- and inter-sentential re-
lations. Sentence numbers, entity mentions, and sup-
porting evidence involved in these relation instances
are colored. Other mentions are underlined for clarity.

tions for all entity pairs, using the information from
the entire document. It has two different kinds of re-
lations: intra-sentential relation and inter-sentential
relation. We show examples of these two kinds
of relations in Figure 1. When two entities have
mentions co-occurred in the same sentence, they
may express intra-sentential relations. Otherwise,
they may express inter-sentential relations.

Previous methods do not explicitly distinguish
these two kinds of relations in the design of the
model and use the same method to represent them.
However, from the perspective of linguistics, intra-
sentential relations and inter-sentential relations
are expressed in different patterns. For two intra-
sentential entities, their relations are usually ex-
pressed from local patterns within their co-occurred
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sentences. As shown in the first example in Fig-
ure 1, (Polar Music, country of origin, Swedish)
and (Wembley Arena, located in, London) can be
inferred based solely on the sentence they reside in,
i.e., sentences 1 and 6 respectively. Unlike intra-
sentential relations, inter-sentential relations tend
to be expressed from the global interactions across
multiple related sentences, also called supporting
evidence. Moreover, cross-sentence relations usu-
ally require complex reasoning skills, e.g., logi-
cal reasoning. As shown in the second example
in Figure 1, (Sdo Paulo, continent, South Amer-
ica) can be inferred from the other two relation
facts expressed in the document: (Sdo Paulo, coun-
try, Brazil) and (Brazil, continent, South America).
So the different patterns between intra- and inter-
sentential relations show that it would be better for
a model to treat intra- and inter-sentential relations
differently. However, previous works usually use
the information from the whole document to repre-
sent all relations, e.g., 13 sentences for predicting
(Polar Music, country of origin, Swedish) in the
first example in Figure 1. We argue that this will
bring useless noises from unrelated sentences that
misguide the learning of relational patterns.

Besides, previous methods (Christopoulou et al.,
2019; Zeng et al., 2020) treat logical reasoning as
a representation learning problem. They construct
a document graph from the input document using
entities as nodes. And the paths between two enti-
ties on their graphs, usually passing through other
entities, could be regarded as clues for logical rea-
soning. However, since not all entity pairs can be
connected with a path and have the correct logi-
cal reasoning paths available on the graph, many
cases of logical reasoning cannot be covered. So
their methods are somehow limited, and we should
consider a new form of logical reasoning to better
model and cover all possible reasoning chains.

In this paper, we propose a novel architec-
ture called Separate Intra- and inter-sentential
REasoning (SIRE) for doc-level RE. Unlike previ-
ous works in this task, we introduce two different
methods to represent intra- and inter-sentential re-
lations respectively. For an intra-sentential relation,
we utilize a sentence-level encoder to represent it in
every co-occurred sentence. Then we get the final
representation by aggregating the relational repre-
sentations from all co-occurred sentences. This
will encourage intra-sentential entity pairs to fo-
cus on the local patterns in their co-occurred sen-
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tences. For an inter-sentential relation, we uti-
lize a document-level encoder and a mention-level
graph proposed by Zeng et al. (2020) to capture the
document information and interactions among en-
tity mentions, document, and local context. Then,
we apply an evidence selector to encourage inter-
sentential entity pairs to selectively focus on the
sentences that may signal their cross-sentence re-
lations, i.e., finding supporting evidence. Finally,
we develop a new form of logical reasoning mod-
ule where one relation instance can be modeled by
attentively fusing the representations of other rela-
tion instances in all possible logical chains. This
form of logical reasoning could cover all possible
cases of logical reasoning in the document.

Our contributions can be summarized as follows:

* We propose an effective architecture called
SIRE that utilizes two different methods to
represent intra-sentential and inter-sentential
relations for doc-level RE.

* We come up with a new and straightforward
form of logical reasoning module to cover all
cases of logical reasoning chains.

We evaluate our SIRE on three public doc-level
RE datasets. Experiments show SIRE outperforms
the previous state-of-the-art models. Further anal-
ysis shows SIRE could produce more reliable and
explainable predictions which further proves the
significance of the separate encoding.

2 Separate Intra- and Inter-sentential
Reasoning (SIRE) Model

SIRE mainly consists of three modules: intra-
and inter-sentential relation representation mod-
ule (Sec. 2.1), logical reasoning module (Sec. 2.2),
classification module (Sec. 2.3), as is shown in Fig-
ure 2. Assume we have a document D containing [
sentences {S;}\_,.

2.1 Intra- and Inter-sentential Relation
Representation Module

As is discussed in Sec. 1, for two intra-sentential
entities, their relations are usually determined by
the local patterns from their co-occurred sentences,
while for two inter-sentential entities, their rela-
tions are usually expressed across multiple related
sentences that can be regarded as the supporting
evidence for their relations. So in this module,
we utilize two different methods to represent intra-
sentential and inter-sentential relations separately.
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Figure 2: The architecture of SIRE. In the mention-level graph, the number in each circle is its sentence number.
Mention nodes with the same color belong to the same entity. Different types of edges are in different styles of line.
Our model uses different methods to represent intra- and inter-sentential relations and the self-attention mechanism
to model the logical reasoning process. We use the logical reasoning chain:e4 — ep — e¢ for illustration.

Our methods encourage intra-sentential entity pairs
to focus on their co-occurred sentences as much
as possible and encourage inter-sentential entity
pairs to selectively focus on the sentences that may
express their cross-sentence relations. We use three
parts to represent the relation between two entities:
head entity representation, tail entity representation
and context representation.

2.1.1 Intra-sentential Relation
Representation Module

Encoding. We use a sentence-level encoder to
capture the context information for intra-sentential
relations and produce contextualized word embed-
ding for each word. Formally, we convert the i-th

.. S ).
sentence S; containing n; words {w ; 1} into a

s
sequence of vectors {g jl} .
j=1
For each word w in §;, we first concatenate its
word embedding with entity type embedding and

co-reference embedding':
X = [Ew(w); E(t); Ee(c)] (D)

where E, () , E(-) and E.(-) denote the word
embedding layer, entity type embedding layer and

!The existing doc-level RE datasets annotate which men-
tions belong to the same entity. So for each word in the
document, it may belong to the i-th entity or non-entity in the
document. We embed this co-reference information between
entity mention (surface words) and entity (an abstract concept)
into the initialized representation of a word.

co-reference embedding layer, respectively. ¢ and
c are named entity type and entity id.”

Then the vectorized word representations are
fed into the sentence-level encoder to obtain the
sentence-level context-sensitive representation for
each word:

g g = ST @)
where the f& . denotes sentence-level encoder,
which can be any sequential encoder. We will also
get the sentence representation s for sentence S;
from this encoder. For LSTM, s is the hidden
state of the last time step; for BERT, sSi is the out-
put representation of the special marker [CLS].
Representing. For i-th entity pair (e; 5, €; ;) which
expresses intra-sentential relations, where e; 5, is
the head entity and e;; is the tail entity, their
mentions co-occur in C' sentences Seo_occur =
{Si,,Siy, ..., Si,} once or many times. In j-th
co-occurred sentence S;;, we use the entity men-
tions in §;; to represent head and tail entity. And
we define that the context representation of this re-
lation instance in S;; is the top K words correlated
with the relations of these two mentions.

Specifically, head entity mention ranging from s-
th to ¢-th word is represented as the average of the

. .Sy 1 t Si; .
words it contains: e, ;| = ;=77 Y ks & . SO S

the tail entity mention e, ;j . Then, we concatenate

2For those words not belonging to any entity, we introduce
None entity type and id.
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the representations of head and tail entity mentions
and use it as a query to attend all words in S;; and
compute relatedness score for each word in S, :

Si.  Si. .
Sik = U((Wintra . [e@hj ; ei7tj])T : gk J) (3)

a; i = Softmax(s; 1) 4)

where [-; -] is a concatenation operation. Wiyq €
R?*24 jg a parameter matrix. o is an activation
function (e.g., ReLU).

Then, we average the representations of top K
related words to represents the context informa-
tion ¢; for intra-sentential entity pair (e; ,, €;¢) in
S; i In order to make Wy, trainable during com-
puting gradient, we also add an item which is the
weighted average representation of all words:

ni;
s T D RS S
ketopK (o ) t
&)
where [ is a hyperparameter and we use 0.9 here
to force model to focus on the top K words but still
consider the subtle influence from other words.
Next, we concatenate the three parts obtained
above to form the relational representation of intra-
sentential entity pair (e;4,¢e;¢) in S;; and further
average the representations in all co-occured sen-
tences Sco—occur tO get our final relation represen-

tation r; for intra-sentential entity pair (e; 1, €it) 3

1 Sy S S
r; = C Z [em €36 ] (©
Si]- escofoccur

This way, we could force the intra-sentential
entity pairs to focus on the semantic information
from their co-occurred sentences and ignore the
noise information from other sentences.

2.1.2 Inter-sentential Relation
Representation Module

Encoding. According to the nature of inter-
sentetential relation, we use a document-level en-
coder to capture the global interactions for inter-
sentential relations and produce contextualized
word embedding for each word. Formally, we con-

.. m
vert a document D containing m words {w?}izl
m

into a sequence of vectors { ng} .
=1

31f a head entity mentioned N times in a sentence, we will
get N intra-sentential relational representations for each of
the other tail entities in this sentence.
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Same as the embedding for intra-sentential rela-
tions, we use Equation 1 to embed each word in
the document. Then the vectorized word represen-
tations are fed into the document-level encoder to
obtain document-level context-sensitive representa-
tion for each word:

[glpv"'vgg] = eDnc([lew--vXnDz) (7

where fD  denotes the document-level encoder.

And we will also get the document representation
d” from this encoder.

To further enhance the document interactions,
we utilize the mention-level graph (MG) proposed
by Zeng et al. (2020). MG in Zeng et al. (2020)
contains two different nodes: mention node and
document node. Each mention node denotes one
particular mention of an entity. Furthermore, MG
also has one document node that aims to model the
document information. We argue that this graph
only contains nodes concerning prediction, i.e., the
mentions of the entities and document information.
However, it does not contain the local context infor-
mation, which is crucial for the interaction among
entity mentions and the document. So we intro-
duce a new type of node: sentence node and its
corresponding new edges to infuse the local con-
text information into MG.

So there are four types of edges* in MG:
Intra-Entity Edge: Mentions referring to the
same entity are fully connected. This models the
interactions among mentions of the same entity.
Inter-Entity Edge: Mentions co-occurring in the
same sentence are fully connected. This models
the interactions among different entities via co-
occurrences of their mentions.

Sentence-Mention Edge: Each sentence node
connects with all entity mentions it contains. This
models the interactions between mentions and their
local context information.

Sentence-Document Edge: All sentence nodes
are connected to the document node. This mod-
els the interactions between local context informa-
tion and document information, acting as a bridge
between mentions and document.

Next, we apply Relational Graph Convolutional
Network (R-GCN, Schlichtkrull et al., 2017) on
MG to aggregate the features from neighbors for
each node. Given node u at the [-th layer, the graph

“Note that we remove the mention-document edges of
original MG in (Zeng et al., 2020) and substitute them by
introducing mention-sentence and sentence-document edges.



convolutional operation can be defined as:

W) —reru (S0 L

(UINO)
Cu,t t h
teT veNt U{u}

(%

(8)
where T is a set of different types of edges, Wt(l) €
R9*9 is a trainable parameter matrix. A denotes
a set of neighbors for node u connected with ¢-th
type edge. ¢, = |N| is a normalization constant.

We then aggregate the outputs of all R-GCN
layers to form the final representation of node u:

m, = ReLU(W, - h;nlD:

u

hM) 9

where W,, € R¥N g a trainable parameter ma-

trix. h(uo) is the initial representation of node u. For
a mention ranging from the s-th word to the ¢-th
word in the document, hS)) = t—; T Z;Z s ng; for
i-th sentence node, it is initialized with s from
sentence-level encoder; for the document node, it is
initialized with d” from document-level encoder.
Representing. We argue that inter-sentential re-
lations can be inferred from the following infor-
mation sources: 1) the head and tail entities them-
selves; 2) the related sentences that signal their
cross-sentence relations, namely supporting evi-
dences; 3) reasoning information such as logical
reasoning, co-reference reasoning, world knowl-
edge, etc. We here only consider the first two infor-
mation and leave the last in Sec. 2.2.

Different from intra-sentential relations, inter-
sentential relations tend to be expressed from the
global interactions. So for the i-th entity pair
(€i,n, €i,r) which expresses inter-sentential relation,
the head entity representation e; ;, and the tail entity
representation and e; ; are defined as the average of
their entity mentions from MG:

1
ei:N Z m;

JEM (e;)

(10)

where the M (e;) is the mention set of e;.

And we apply an evidence selector with attention
mechanism (Bahdanau et al., 2015) to encourage
the inter-sentential entity pair to selectively focus
on the sentences that express their cross-sentence
relations. This process could be regarded as finding
supporting evidence for their relations. So the con-
text representation c; for inter-sentential entity pair
(€in, €i,t) is the weighted average of the sentence
representations from MG:

P(Sklein, eir) =Wy - [ n;ei;mg,]) (11)
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_ P(Sklein,eir)
ik =
ZzP(Sl\ei,h,ei,t)

l
¢, = Zai,k LU
k

where W, € R1*2? is a trainable parameter matrix.
o is a sigmoid function.

Next, the final relation representation for inter-
sentential entity pair (e; ,, ;¢) should be:

12)

(13)

ri = [e; ;€ ;¢ (14)

2.2 Logical Reasoning Module

In this module, we focus on logical reasoning mod-
eling. As mentioned in Sec. 1, previous works
usually use the paths between each entity pair as
the clues for logical reasoning. Furthermore, they
concatenate the path representations with entity
pair representations to predict relations. However,
since not all entity pairs are connected with a path
and have the correct logical reasoning paths in their
graph, many cases of logical reasoning cannot be
covered. So their methods are somehow limited.

In this paper, we utilize self-attention mechanism
(Vaswani et al., 2017) to model logical reasoning.
Specifically, we can get the relational representa-
tions for all entity pairs from the above sections.
For i-th entity pair (e, e;), we can assume there is
a two-hop logical reasoning chains: e;, — e, — e;
in the document, where ej, can be any other enti-
ties in the document except ey, and e;. So (ep, e;)
can attend to all the relational representations of
other entity pairs including (e, ex) and (e, e;),
termed as R,¢. Finally, the weighted sum of R,y
can be treated as a new relational representation
for (e, e;), which considers all possible two-hop
logical reasoning chains in the document.’

e = Z Vi - Tk (15)
rkG'RattU{ri}
i = Softmaz((Wa -1:)T - 11) (16)

where Wy € R39%34 is a parameter matrix.

In this way, the path in the previous works could
be converted into the individual attention on every
entity pair in the logical reasoning chains. We ar-
gue that this form of logical reasoning is simpler

5This can be scaled to muti-hop logical reasoning by in-

creasing the self-attention layers. We only consider two-hop
logical reasoning in this paper following Zeng et al. (2020).



and more scalable because it will consider all pos-
sible logical reasoning chains without connectivity
constraints in the graph structure.

2.3 Classification Module

We formulate the doc-level RE task as a multi-label
classification task:

P(r|e;p, eir) = sigmoid (Wio(War; + b1) + b2)

17)
where Wy, Ws, by, by are trainable parameters, o is
an activation function (e.g., ReLU). We use binary
cross entropy as objective to train our SIRE:

Lrg ==Y Y > I(ri=1)logP (rilein, eiz)

DeC h#t 1eR
+1(r; =0)log (1 — P (rilein, eit))
(18)

where C denotes the whole corpus, R denotes rela-
tion type set and I (-) refers to indicator function.

3 Experiments

3.1 Dataset

We evaluate our proposed model on three
document-level RE datasets:

DocRED: The largest human-annotated document-
level relation extraction dataset was proposed by
Yao et al. (2019b). It is constructed from Wikipedia
and Wikidata and contains 96 types of relations,
132, 275 entities, and 56, 354 relational facts in to-
tal. Documents in DocRED have about 8 sentences
on average. More than 40.7% relation facts can
only be extracted from multiple sentences. 61.1%
relation instances require various reasoning skills
such as logical reasoning. 93.4% intra-sentential
relations can be inferred based solely on their co-
occurred sentences. We show two examples from
DocRED in Figure 1. We follow the standard split
of the dataset, 3, 053 documents for training, 1, 000
for development, and 1, 000 for testing.

CDR (BioCreative V): The Chemical-Disease Re-
actions dataset was created by Li et al. (2016) man-
ually. It contains one type of relation: Chemical-
Induced-Disease between chemical and disease en-
tities. We follow the standard split of the dataset,
500 documents for training, 500 for development,
and 500 for testing.

GDA (DisGeNet): The Gene-Disease-Associations
dataset was introduced by Wu et al. (2019). It con-
tains one type of relation: Gene-Induced-Disease
between gene and disease entities. We use standard

split of the dataset, 23, 353 documents for training,
9, 839 for development, and 1, 000 for testing.

3.2 Experimental Settings

In our SIRE implementation, we use 3 layers of
GCN, use ReL.U as our activation function, and
set the dropout rate to 0.3, learning rate to 0.001.
We train SIRE using AdamW (Loshchilov and Hut-
ter, 2019) as optimizer with weight decay 0.0001
and implement SIRE under PyTorch (Paszke et al.,
2017) and DGL (Wang et al., 2019b) frameworks.
We implement two settings for our SIRE. SIRE-
GloVe uses GloVe (100d, Pennington et al., 2014)
and BiLSTM (512d, Schuster and Paliwal, 1997) as
word embedding and encoder, respectively. SIRE-
BERT use BERT-base (Devlin et al., 2019) as en-
coder on DocRED, cased BioBERT-Base v1.1 as
the encoder on CDR/GDA, and the learning rate
for BERT parameters is set to 1e > and learning
rate for other parameters remains le~3. Detailed
hyperparameter settings are in Appendix.

3.3 Baselines and Evaluation Metrics

We use the following models as our baselines:

Yao et al. (2019b) propose the BiILSTM (Schus-
ter and Paliwal, 1997) as the encoder on DocRED
and use the output from the encoder to represent
all entity pairs to predict relations.

Wang et al. (2019a) propose BERT to replace
the BiLSTM as the encoder on DocRED. More-
over, they also propose BERT-Two-Step, which
first predicts whether two entities have a relation
and then predicts the specific target relation.

Tang et al. (2020) propose the hierarchical in-
ference networks HIN-GloVe and HIN-BERT,
which make full use of multi-granularity inference
information including entity level, sentence level,
and document level to infer relations.

Similar to Wang et al. (2019a), Ye et al. (2020)
propose a language representation model called
CorefBERT as encoder on DocRED that can cap-
ture the coreferential relations in context.

Nan et al. (2020) propose the LSR-GloVe and
LSR-BERT to dynamically induce the latent de-
pendency tree structure to better model the docu-
ment interactions for prediction.

Wang et al. (2020) propose a global-to-local net-
work GLRE, which encodes the document infor-
mation in terms of entity global and local represen-
tations as well as context relation representations.

Zeng et al. (2020) propose the graph aggregation-
and-inference networks GAIN-GloVe and GAIN-
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Model Dev Test
Ign F1 F1 Intra-F1  Inter-F1 IgnF1 F1

BiLSTM (Yao et al., 2019b) 48.87  50.94 57.05 43.49 48.78  51.06
HIN-GloVe (Tang et al., 2020) 51.06 5295 - - 51.15  53.30
LSR-GloVe (Nan et al., 2020) 48.82  55.17 60.83 48.35 52.15 54.18
GAIN-GloVe (Zeng et al., 2020) 53.05 55.29 61.67 48.77 52.66  55.08
SIRE-GloVe 54.10 5591 62.94 48.97 54.04 5596

-LR Module 53.73  55.58 62.77 47.87 53.75  55.55

-context 52.57 54.41 61.66 46.92 52.33 54.15

-interdintra 5223  54.26 60.81 48.36 51.77  53.30
BERT (Wang et al., 2019a) - 54.16 61.61 47.15 - 53.20
BERT-Two-Step (Wang et al., 2019a) - 54.42 61.80 47.28 - 53.92
HIN-BERT (Tang et al., 2020) 5429  56.31 - - 53.70  55.60
CorefBERT (Ye et al., 2020) 5532 57.51 - - 54.54  56.96
GLRE-BERT (Wang et al., 2020) - - - - 5540 5740
LSR-BERT (Nan et al., 2020) 52.43  59.00 65.26 52.05 56.97  59.05
GAIN-BERT (Zeng et al., 2020) 59.14  61.22 67.10 53.90 59.00 61.24
SIRE-BERT 59.82  61.60 68.07 54.01 60.18  62.05

Table 1: Performance on DocRED. Models above the double line do not use pre-trained model. LR Module is the
logical reasoning module. confext denotes context representations in Eq. 6 and Eq. 14. interdintra denotes using
the inter-sentential module also for intra-sentential entity pairs.

Model CDR GDA
BRAN (Verga et al., 2018) 62.1 -
EoG (Wang et al., 2020) 63.6 81.5
LSR (Nan et al., 2020) 64.8 82.2
GLRE-BioBERT (Wang et al., 2020)  68.5 -
SIRE-BioBERT 70.8 84.7

Table 2: Performance on CDR and GDA.

BERT which utilize two levels of graph structures:
mention-level graph and entity-level graph to cap-
ture document interactions and conduct path logical
reasoning mechanism, respectively.

Verga et al. (2018) propose a self-attention en-
coder BRAN to consider interactions across men-
tions and relations across sentence boundaries.

Following the previous works (Yao et al., 2019b;
Zeng et al., 2020), we use the F1 and Ign F1 as the
evaluation metrics to evaluate the overall perfor-
mance of a model. The Ign F1 metric calculates F1
excluding the common relation facts in the train-
ing and dev/test sets. We also use the intra-F1 and
inter-F1 metrics to evaluate a model’s performance
on intra-sentential relations and inter-sentential re-
lations on the dev set.

3.4 Results

The performances of SIRE and baseline models on
the DocRED dataset are shown in Table 1. Among
the model not using BERT encoding, SIRE out-
performs the previous state-of-the-art model by
0.88/1.38 F1/Ign F1 on the test set. Among the
model using BERT encoding, SIRE outperforms
the previous state-of-the-art models by 1.18/0.81

F1/Ign F1 on the test set. The improvement on Ign
F1 is larger than that on F1. This shows SIRE has
a stronger generalization ability on the unseen rela-
tion instances. On intra-F1 and inter-F1, we can ob-
serve that SIRE is better than the previous models
that indiscriminately represent the intra- and inter-
sentential relations in the same way. This demon-
strates that representing intra- and inter-sentential
relations in different methods is better than repre-
senting them in the same way. The improvement
on intra-F1 is greater than the improvement on
inter-F1. This shows that SIRE mainly improves
the performance of intra-sentential relations. The
performances of SIRE and baseline models on the
CDR/GDA dataset are shown in Table 2, which are
consistent with the improvement on DocRED.

3.5 Ablation Study

To further analyze SIRE, we also conduct ablation
studies to illustrate the effectiveness of different
modules in SIRE. We show the results in Table 1.
1) the importance of the logical reasoning mod-
ule: When we discard the logical reasoning mod-
ule, the performance of SIRE-GloVe decreases by
0.41 F1 on the DocRED test set. This shows the ef-
fectiveness of our logical reasoning module, which
can better model the reasoning information in the
document. Moreover, it drops significantly on inter-
F1 and drops fewer points on intra-F1. This shows
our logical reasoning module mainly improves the
performance of the inter-sentential relations that
usually require reasoning skills.

2) Ablation on context representations in Eq. 6
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Type Examples

"Your Disco Needs You" is a song performed by Australian recording artist and
songwriter Kylie Minogue, taken from her seventh studio album Light Years (2000).

Relation:

Intra-sentential

Lark Force was an Australian Army formation established in March 1941 during World

War II for service in New Britain and New Ireland.

relation instances .
Relation:

Lake Hiawatha is one of the few lakes through which Minnehaha Creek flows , and the
last one before it reaches Minnehaha Falls and then the Mississippi River.

Relation:

IBM Research—Brazil is one of twelve research laboratories comprising /BM

Research, its first in South America.
locations in Sdo Paulo and Rio de Janeiro.

Inter-sentential Technology and Science, ...

relation instances .
Relation:

It was established in June 2010, with
Research focuses on Industrial
The new lab, /BM‘s ninth ... In

collaboration with Brazil’s government, it will help /BM to develop ...

Logical reasoning attention weight:

(Séao Paulo, Brazil) 0.32

(Séo Paulo, June 2010) 0.03

(Brazil, South America) 0.45 (June 2010, South America) 0.02

Figure 3: Cases for illustrating the reliable and explainable predictions of our SIRE. Head entities, tail entities,
and sentence numbers along with the scores from evidence selector are colored in blue, red, green, respectively. In
intra-sentential relations, words with pink background color are the top 4 words from Equation 5.

and Eq. 14: When we remove the context repre-
sentations in intra- and inter-sentential relational
representations, the performance of SIRE-GloVe
on the DocRED test set drops by 1.81 F1. This
shows context information (top K words for intra,
evidence sentences for inter) is important for both
intra- and inter-sentential relation representation.
3) Using the inter-sentential module also for
intra-sentential entity pairs: In this experiment,
we do not distinguish these two types of relations,
using the encoding method for inter-sentential to
encode all entity pairs, and remain the logical rea-
soning module unchanged. The performance of
SIRE-GloVe drops by 2.66/2.13 Fl/intra-F1 on the
DocRED test set. This confirms the motivation that
we cannot use global information to learn the local
patterns for intra-sentential relations.

3.6 Reasoning Performance

Furthermore, we evaluate the reasoning ability of
our model on the development set in Table 3. We
use infer-F1 as the metric that considers only two-
hop positive relation instances in the dev set. So
it will naturally exclude many cases that do not
belong to the two-hop logical reasoning process
to strengthen the evaluation of reasoning perfor-
mance. As Table 3 shows, SIRE is superior to
previous models in handling the two-hop logical
reasoning process. Moreover, after removing the
logical reasoning module, out SIRE drops signif-
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Model Infer-F1 P R

BiLSTM 38.73  31.60 50.01
GAIN-GloVe 40.82 32.76 54.14
SIRE-GloVe 42.72 34.83 55.22
- LR Module 39.18 3197 50.59

Table 3: Infer-F1 results on dev set of DocRED. P: Pre-
cision, R: Recall.

icantly on infer-F1. This shows that our logical
reasoning module plays a crucial role in modeling
the logical reasoning process.

3.7 Case Study

Figure 3 shows the prediction cases of our SIRE. In
intra-sentential relations, the top 4 words related to
the relations of three entity pairs conform with our
intuition. Our model correctly find the words by
using Eq.5 that trigger the relations of these entity
pairs. In inter-sentential relations, the supporting
evidence that the model finds, i.e., sentences 1 and
2, indeed expresses the relations between Sao Paul
and South America. We also conduct logical rea-
soning in terms of the logical reasoning chains: Sao
Paul— other-entity — South America. Our SIRE
could focus on the correct logical reasoning chains:
Sé@o Paul— Brazil — South America. These cases
show the predictions of SIRE are explainable.



4 Related Work

Document-level relation extraction. Many re-
cent efforts (Quirk and Poon, 2017; Peng et al.,
2017; Gupta et al., 2019; Song et al., 2018; Jia
et al., 2019; Yao et al., 2019b; Wang et al., 2019a;
Tang et al., 2020; Nan et al., 2020; Zeng et al.,
2020; Wang et al., 2020; Dai et al., 2020) man-
age to tackle the document-level relation extraction.
Most of them use graph-based models, such as
Graph Convolutional Networks (GCNs, Kipf and
Welling, 2017; Schlichtkrull et al., 2017) that has
been used in many natural language processing
tasks (Marcheggiani and Titov, 2017; Yao et al.,
2019a; Liu et al., 2020). They construct a graph
structure from the input document. This graph uses
the word, mentions or entities as nodes and uses
heuristic rules and semantic dependencies as edges.
They use this graph to model document information
and interactions and to predict possible relations for
all entity pairs. Nan et al. (2020) proposed a latent
structure induction to induce the dependency tree
in the document dynamically. Zeng et al. (2020)
proposed a double graph-based graph aggregation-
and-inference network that constructs two graphs:
mention-level graph and entity-level graph. They
use the former to capture the document informa-
tion and interactions among entity mentions and
document and use the latter to conduct path-based
logical reasoning. However, these works do not
explicitly distinguish the intra- and inter-sentential
relation instances in the design of the model and
use the same way to encode them. So the most sig-
nificant difference between our model and previous
models is that we treat intra-sentential and inter-
sentential relations differently to conform with the
relational patterns for their prediction.

Reasoning in relation extraction. Reasoning
problem has been extensively studied in the field
of question answering (Dhingra et al., 2018). How-
ever, few works manage to tackle this problem in
the document-level relation extraction task. Zeng
et al. (2020) is the first to propose the explicit
way of relational reasoning on doc-level RE, which
mainly focuses on logical reasoning. They use the
paths on their entity-level graph to provide clues
for logical reasoning. However, since not all en-
tity pairs are connected with a path and have the
correct logical reasoning paths in their graph, their
methods are somehow limited. In this work, we
design a new form of logical reasoning to cover
more cases of logical reasoning.
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5 Conclusion

Intra- and inter-sentential relations are two types
of relations in doc-level RE. We propose a novel
architecture, SIRE, to represent these two relations
in different ways separately in this work. We in-
troduce a new form of logical reasoning module
that models logical reasoning as a self-attention
among representations of all entity pairs. Experi-
ments show that our SIRE outperforms the previ-
ous state-of-the-art methods. The detailed analysis
demonstrates that our predictions are explainable.
We hope this work will have a positive effect on
future research regarding new encoding schema, a
more generalizable and explainable model.
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A Hyperparameter settings

We use the development set to manually tune the
optimal hyperparameters for SIRE, based on the
Ign F1 score. Experiments are run on NVIDIA-
RTX-3090-24GB GPU. Hyperparameter settings
for SIRE-GloVe, SIRE-BERT on DocRED are
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listed in Table 4, 5, respectively. The values of hy-
perparameters we finally adopted are in bold. Note
that we do not tune all the hyperparameters.

Hyperparameter Value
Batch Size 16, 32
Learning Rate 0.001
Activation Function ReL U, Tanh
Positive v.s. Negative Ratio 1, 0.5, 0.25
Word Embedding Size 200
Entity Type Embedding Size 20
Coreference Embedding Size 20
Encoder Hidden Size 256, 512
Dropout 0.3, 0.5,0.7
Layers of GCN 1,2,3
GCN Hidden Size 1024
Weight Decay 0.0001
I} 0.9
Numbers of Parameters 95M
Training Time 18 hours
Hyperparameter Search Trials 20
Table 4: Settings for SIRE-GloVe.
Hyperparameter Value
Batch Size 16, 32
Learning Rate 0.001
Activation Function ReLU, Tanh
Positive v.s. Negative Ratio 1,0.5,0.25
Entity Type Embedding Size 128
Coreference Embedding Size 128
Dropout 0.3, 0.5, 0.7
Layers of GCN 1,2,3
GCN Hidden Size 1024
Weight Decay 0.0001
B 0.9
Numbers of Parameters 307M
Training Time 24 hours
Hyperparameter Search Trials 30

Table 5: Settings for SIRE-BERT.
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