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Abstract

Capturing the salient information from an in-
put article has been a long-standing challenge
for summarization. On Wikipedia, most of the
wiki pages about people contain a factual ta-
ble that lists the basic properties of the peo-
ple. Iluminatingly, a factual table can be re-
garded as a natural summary of the key in-
formation in the corresponding article. Thus,
in this paper we propose the task of table-
guided abstractive biography summarization,
which utilizes factual tables to capture im-
portant information and then generate a sum-
mary of a biography. We first introduce the
TaGS (Table-Guided Summarization) dataset!,
the first large-scale biography summarization
dataset with tables. Next, we report some
statistics about this dataset to validate the qual-
ity of the dataset. We also benchmark sev-
eral commonly used summarization methods
on TaGS and hope this will inspire more excit-
ing methods.

1 Introduction

Text summarization generates a short text version
of a long passage which retains the most important
information. Recently, two kinds of approaches
have been proposed for automatic text summariza-
tion. One is extractive summarization (Nallapati
etal., 2017; Liu and Lapata, 2019), which directly
selects salient sentences from the passage to create
a summary. The other is abstractive summariza-
tion (See et al., 2017; Hsu et al., 2018a), which
aims to concisely paraphrase the input article. In
both methods, the summary should always focus
on important information, though a document may
include trivial facts.
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To focus on the main information when gen-
erating summaries, some researchers propose to
incorporate manifold information to improve the
performance. Narayan et al. (2017) proposed to
incorporate the figures and Gao et al. (2019b) in-
vestigated the using of reader comments for more
effective summarization. As another type of side
information, factual tables provide a natural sum-
mary of the biography document. On Wikipedia,
in each wiki page about people, there is a factual
table (infobox) on the right side of the page sum-
marizing the main properties. Clearly, infobox is
helpful for capturing the salient information during
summarizing the biography. However, no existing
work takes advantage of tables, though are widely
available in the biography on Wikipedia.

In this paper, we propose Table-Guided Summa-
rization (TaGS) dataset, the first large-scale biog-
raphy summarization dataset with tables. And we
report some statistics and three important charac-
teristics of this dataset to verify its quality. The
first one is it has the weak lead bias that makes it
suitable for training both abstractive and extractive
summarization methods. The second one is it has
strong abstractness that is helpful for generating
a more condensed summary. The most important
characteristic is that the summary of the biography
is guided by a table which contains the most salient
facts described in the biography.

To verify the quality of this dataset, we employ
some commonly used state-of-the-art summariza-
tion methods to conduct experiments on our pro-
posed dataset. From these experimental results,
we can see that the methods which simply incor-
porate the table information outperform the meth-
ods which do not use the table information. That
demonstrates the effectiveness of incorporating ta-
ble guidance when generating summaries of docu-
ments which have a factual table in it.

Our contributions are summarized as follows:
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Figure 1: Relative locations of bigrams of ground truth summaries in the source text across different datasets.

o To the best of our knowledge, we are the first
to use factual tables to guide the summarization
procedure so as to generate better summaries.

o We release a large-scale abstractive biography
summarization dataset with tables. Experiments
conducted on this dataset demonstrate the effective-
ness of incorporating table information in generat-
ing summaries.

2 Related Work

2.1 Text Summarization

Text summarization is an important task which
can be classified into extractive and abstractive
approaches. Extractive summarization (Narayan
et al., 2018b; Chen et al., 2018; Jadhav and Ra-
jan, 2018) tends to generate a summary by inte-
grating the most salient sentences in the document.
Cheng and Lapata (2016) first propose using re-
current neural network (RNN) to extract salient
sentences. After that researchers explore many the
neural based method (Nallapati et al., 2017; Liu and
Lapata, 2019; Chen et al., 2018; Zhang et al., 2018;
Zhou et al., 2018; Liu et al., 2019), and achieve
the state-of-the-art performance (Liu and Lapata,
2019) on the benchmark dataset CNN/DailyMail.
In the mean time, the Nallapati et al. (2016) firstly
apply this text generation method to the abstractive
summarization task and Gehrmann et al. (2018)
achieve the state-of-the-art performance by using a
data-efficient content selector.

2.2 Summarization with Side Information

Traditional text summarization methods only use
the document as input. However, the gist of the
document may lie in side information, such as the
title, image captions, or comments which are often
available for news-wire articles. As such, various
studies (Gao et al., 2020; Hu et al., 2008) have
tried to use such information for more efficient and
accurate summarization. However, to the best of
our knowledge, no existing works consider the use
of tables to guide biography summarization.

3 TaGS Dataset

Our dataset, named Table-Guide Summarization
(TaGS), consists of over 500,000 document-
summary pairs, along with their corresponding fac-
tual tables collected from Wikipedia. Concretely,
following Chen et al. (2019), we use the leading
paragraphs before the content outline as the sum-
mary, and following paragraphs as the document.
The infobox in the right part of the webpage is
extracted as the guided table.

Some key statistics of the factual table are de-
scribed below. 7.31% of words from a document
and 29.41% of words from a summary are included
in a factual table. The average number of fields
in a table is 12.89, and there are 46.83 words in
a table in average. We show some detailed statis-
tics of document-summary pairs in TaGS and com-
pare them with other popular text summarization
datasets in Table 1. We next discuss some abstrac-
tive characteristics of TaGS compared to existing
summarization datasets.

Weak Lead Bias. Lead bias means that di-
rectly using the leading sentences of a document
can produce a good performance in terms of the
summarization evaluation metric ROUGE (Lin,
2004). This is a common problem in text sum-
marization datasets, which mostly occurs in news-
based documents. Figure 1 plots the density his-
tograms for the relative locations of words from
the ground truth summary in the input document.
In the CNN/DailyMail and Newsroom datasets,
the words are highly concentrated at the leading
parts of the input document. In contrast, our TaGS
dataset shows more uniform distributions across
words in the document. This characteristic can
be also found from the LEAD score shown in Ta-
ble 2, where LEAD is a baseline method that se-
lects the first few sentences in the input document
as the summary. A high LEAD score implicitly
indicates a strong lead bias. From Table 2, we
find that TaGS has a much lower LEAD score than
the CNN/DailyMail and Newsroom datasets, and
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Figure 2: Density estimation of extractive diversity scores. Large variability along the y-axis suggests variation
in the average length of source sequences present in the summary, while x-axis shows variability in the average
length of extractive fragments to which summary words belong.

Table 1: Comparison of summarization datasets with respect to corpus size, average document (source) and sum-
mary (target) length (in terms of words and sentences) on both source and target.

Datasets # docs (train/val/test) avg. document length | avg. summary length

words sentences | words sentences
CNN/DailyMail (Hermann et al., 2015) | 287,227/13,368/11,490 810.57 39.78 56.20 3.68
XSum (Narayan et al., 2018a) 204,045/11,332/11,334 431.07 19.77 23.26 1.00
Reddit (Kim et al., 2019) 79,949 342.00 18.02 9.33 1.03
Newsroom (Grusky et al., 2018) 995,041/108,837/108,862 | 658.60 31.43 26.70 1.42
TaGS 487,889/5,000/5,000 226.13 7.81 49.25 1.88

thus prevents the model from directly learning the
salient information by locational bias.

Strong Abstractness. Table 2 reports the per-
centage of novel n-grams in the ground truth sum-
mary that do not appear in the input document.
The result shows that our dataset comprises of
43.38% novel unigrams in the summary, 122.46%
higher than the commonly-used benchmark dataset
CNN/DailyMail. This indicates that summaries
in TaGS are more abstractive. Besides, other two
metrics, density and coverage, proposed by Grusky
et al. (2018), are commonly used when evaluat-
ing the summarization dataset (Kim et al., 2019;
Grusky et al., 2018). We plot the distributions of
these two metrics in Figure 2, where small density
and coverage reflects the summary has strong ab-
stractness. The result shows that TaGS is similar to
XSUM and Reddit in terms of density and cover-
age, and these datasets all have strong abstractness.

PG/LEAD in Table 2 is the ROUGE-L ratios
of PG to LEAD, which quantifies the difficulty
for extractive methods and the suitability for ab-
stractive methods. CNN/DailyMail and Newsroom
achieve low PG/LEAD scores, demonstrating that
these datasets are more suitable for extractive based
model. On the contrary, XSUM and TaGS have
high PG/LEAD, showing that TaGS is potentially
an excellent benchmark for evaluation of abstrac-
tive summarization systems.

Table Guided. The intrinsic difference between

TaGS and other datasets lies in that each document-
summary pair in TaGS is associated with a factual
table. We judge whether the table is good guidance
from two aspects: (1) word-level overlap percent-
age and (2) sentence-level mapping relation be-
tween document and table. From the word-level as-
pect, 7.31% words in the document are included in
the table; from the sentence-level aspect, we found
that 99.86% of document sentences have words in
common with the factual table. This demonstrates
that the table captures the majority of facts in the
document. Thus, it is safe to conclude that the
tables in TaGS can be utilized as a good guidance.

4 Experimental Setup

4.1 Comparison Methods

To evaluate the effectiveness of incorporating ta-
ble, we conduct experiments using the follow-
ing baselines: (1) LEAD3: selects the first three
sentences of a document as the summary. (2)
S28: is the traditional sequence-to-sequence frame-
work in (Sutskever et al., 2014) which has been
used in many text generation tasks (Gao et al.,
2019c, 2021; Chan et al., 2019a, 2020, 2019b). (3)
PG: combines S2S with copy mechanism in See
et al. (2017). (4) Unified: proposed by Hsu
et al. (2018b), combines the strength of extrac-
tive and abstractive summarization. (5) Trans-
former: is solely based on attention mechanism
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Table 2: Corpus bias towards extractive methods in datasets. We show the proportion of novel n-grams in gold
summaries. We also report ROUGE scores for the LEAD baseline and the abstractive summarization method PG.

Results are computed on the test set.

Datasets % of novel n-grams in gold summary LEAD PG PG/LEAD
unigram bigrams trigrams 4-grams | RI R2 RL Rl R2 RL | Ratio (R-L)
CNN/DM 19.50 56.88 74.41 82.83 [39.60 17.70 36.20 | 364 157 334 0.92x
XSum 35.76 83.45 95.50 9849 | 1630 1.61 1195|297 92 232 1.93x
Reddit 48.97 84.42 94.66 97.82 340 0.00 330 | 190 37 151 5.59x
Newsroom | 19.53 48.39 59.38 64.06 | 30.50 21.30 2840 | 147 22 103 0.92x
TaGS 43.38 84.30 94.09 97.11 |23.10 480 1957|293 112 279 1.43x

proposed in Vaswani et al. (2017). (6) CopyTrans-
former: is a state-of-the-art generative summariza-
tion model (Gehrmann et al., 2018), which com-
bines the Transformer with copy mechanism.
(7) TabWords: just concatenates all the words in
table as the summary.

Additionally, we select two best baselines,
Unified and CopyTransformer, concatenat-
ing the original input document with tables as input,
denoted as (9) Unified+T and (10) CopyTrans-
former+T, to determine whether the improvement
of TGSG simply arises from the table information.

4.2 Evaluation Metrics

For evaluation metrics, we adopt the ROUGE
scores (Lin, 2004) which is widely applied for sum-
marization evaluation (Sun et al., 2018; Chen et al.,
2018; Gao et al., 2019a). The ROUGE metrics
compare the generated summary with the reference
summary by computing overlapping lexical units,
and include ROUGE-1, ROUGE-2 and ROUGE-L.

5 Experimental Results

We first examine the performance of these base-
lines, as shown in Table 3. Firstly, among
models without table information, Unified
achieves the highest performance. PG and
CopyTransformer achieve the second best per-
formance. Secondly, tables are indeed helpful for
the summarization process. For models with ad-
ditional table information, the ROUGE-1 score
of Unified+T and CopyTransformer+T im-
proves by 4.22 and 14.3, respectively. This obser-
vation demonstrates that factual tables can help
the summarization model to capture the main
idea of the table by emphasizing the key facts
in the document. However, the performance
of TabWords is much lower than Unified+T
and CopyTransformer+T, which demonstrates

Table 3: ROUGE scores comparison between baselines
and TGSG. All our ROUGE scores have a 95% con-
fidence interval of at most +£0.23 as reported by the
official ROUGE script.

ROUGE-1 ROUGE-2 ROUGE-L

w/o table information

LEAD3 23.10 4.80 19.57
S2S 26.31 10.07 25.13
PG 29.33 11.24 2791
Unified 32.23 13.29 29.36
Transformer 27.67 14.87 27.02
CopyTransformer 29.17 16.15 28.43
with table information

TabWords 30.43 12.58 23.73
Unified+T 36.45 15.80 32.93
CopyTransformer+T 43.47 29.14 42.49

only using the information from table is not suffi-
cient for generating a good summary.

6 Conclusion

In this paper, we proposed to use factual tables to
guide biography summarization. To demonstrate
the effectiveness of incorporating table information
in generating biography summaries, we developed
the first large-scale abstractive biography summa-
rization dataset with tables. We employ several
state-of-the-art summarization methods, and adapt
these methods to table guided biography summa-
rization task. These methods outperformed other
summarization methods in terms of ROUGE which
only use the document as input and ignore the table
guidance.
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