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Abstract

Contemporary works on abstractive text sum-

marization have focused primarily on high-

resource languages like English, mostly due to

the limited availability of datasets for low/mid-

resource ones. In this work, we present XL-

Sum, a comprehensive and diverse dataset

comprising 1 million professionally annotated

article-summary pairs from BBC, extracted

using a set of carefully designed heuristics.

The dataset covers 44 languages ranging from

low to high-resource, for many of which no

public dataset is currently available. XL-Sum

is highly abstractive, concise, and of high qual-

ity, as indicated by human and intrinsic eval-

uation. We fine-tune mT5, a state-of-the-

art pretrained multilingual model, with XL-

Sum and experiment on multilingual and low-

resource summarization tasks. XL-Sum in-

duces competitive results compared to the ones

obtained using similar monolingual datasets:

we show higher than 11 ROUGE-2 scores on

10 languages we benchmark on, with some

of them exceeding 15, as obtained by mul-

tilingual training. Additionally, training on

low-resource languages individually also pro-

vides competitive performance. To the best

of our knowledge, XL-Sum is the largest ab-

stractive summarization dataset in terms of

the number of samples collected from a sin-

gle source and the number of languages cov-

ered. We are releasing our dataset and mod-

els to encourage future research on multi-

lingual abstractive summarization. The re-

sources can be found at https://github.

com/csebuetnlp/xl-sum.

1 Introduction

Automatic text summarization (Nenkova and

McKeown, 2011) is a fundamental problem in nat-

ural language processing. Given an input text (typ-

ically a long document or article), the goal is to

∗These authors contributed equally to this work.

Input Article: Yahoo’s patents suggest users

could weigh the type of ads against the sizes

of discount before purchase. It says in two US

patent applications that ads for digital book read-

ers have been “less than optimal” to date. [...]

“Greater levels of advertising, which may be

more valuable to an advertiser and potentially

more distracting to an e-book reader, may war-

rant higher discounts,” it states. [...] It adds that

the more willing the customer is to see the ads,

the greater the potential discount. [...] At present,

several Amazon and Kobo e-book readers offer

full-screen adverts when the device is switched

off and show smaller ads on their menu screens.

[...] Yahoo does not currently provide ads to these

devices, and a move into the area could boost its

shrinking revenues.

Summary: Yahoo has signalled it is

investigating e-book adverts as a way to stimulate

its earnings.

Table 1: A sample article-summary pair from the XL-

Sum dataset. To highlight the abstractiveness of the

summary, we underline the novel words and phrases

that do not appear in the article text. Also, portions of

the article relevant to the summary have been color-

coded. As we can see, these portions are concisely

paraphrased in the summary, unlike extractive methods.

generate a smaller, concise piece of text that con-

veys the key information of the input text. There

are two main approaches to automatic text sum-

marization: extractive and abstractive. Extrac-

tive methods crop out one or more segments from

the input text and concatenate them to produce

a summary. These methods were dominant in

the early era of summarization, but they suffer

from some limitations, including weak coherence

between sentences, inability to simplify complex

and long sentences, and unintended repetition (See

et al., 2017; Widyassari et al., 2020).

https://github.com/csebuetnlp/xl-sum
https://github.com/csebuetnlp/xl-sum
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Abstractive summarization, on the other hand,

generates summaries that may contain words and

phrases not present in the input text (e.g., via

paraphrasing), and may arguably relate more to

human-generated summaries (Hsu et al., 2018).

Although abstractive summaries can be more co-

herent and concise than extractive summaries

(Cohn and Lapata, 2008), generating them is more

challenging due to the nature of this task. Lim-

ited availability of good datasets conducive to ab-

stractive methods has made it even more diffi-

cult. For these reasons, extractive models had

been performing better than abstractive ones his-

torically. However, the success of sequence-to-

sequence (seq2seq) models (Cho et al., 2014;

Sutskever et al., 2014) over the last decade and

the recent advances in Transformer-based models

(Vaswani et al., 2017; Devlin et al., 2019) have

rejuvenated abstractive text summarization (Rush

et al., 2015; See et al., 2017; Zhang et al., 2020),

which had previously received much less attention

in comparison to extractive approaches (Nenkova

and McKeown, 2012). Still, the scarcity of good

datasets, especially for low-resource languages,

remains a roadblock.

Typical seq2seq models are heavily data-driven,

i.e., a large number of article-summary pairs are

required to train them effectively. As a result, ab-

stractive summarization has centered around the

English language, as most large abstractive sum-

marization datasets (Hermann et al., 2015; Grusky

et al., 2018; Narayan et al., 2018) are available in

English only. Though there have been some recent

efforts for curating multilingual abstractive sum-

marization datasets (Giannakopoulos et al., 2015;

Cao et al., 2020; Scialom et al., 2020), they are

limited in terms of the number of languages cov-

ered, the number of training samples, or both.

In this work, we introduce XL-Sum, a large-

scale abstractive summarization dataset of news

articles crawled from the British Broadcasting

Corporation (BBC)1 website. Using a custom

crawler, we collect 1 million professionally an-

notated article-summary pairs covering 44 lan-

guages. Originating from a single source, these

samples exhibit similar summarization strategies

across all languages, making them ideal for the

multilingual summarization task. XL-Sum in-

troduces the first publicly available summariza-

tion dataset and benchmarks for many languages

1https://www.bbc.com/

(e.g., Bengali, Swahili). Thus, this dataset po-

tentially enables and facilitates research on low-

resource languages, bringing technological ad-

vances to communities of these languages that

have been traditionally under-served.

We achieve higher than 11 ROUGE-2 score

on the 10 languages we benchmark on multilin-

gual summarization, even exceeding 15 ROUGE-

2 score (16.58 being the state-of-the-art for

English, obtained by Zhang et al. (2020) on

XSum (Narayan et al., 2018), a similar dataset)

on many of them. In addition, we also conduct

experiments on low-resource summarization task

and show competitive results, indicating that the

dataset can be used even for the low-resource lan-

guages individually.

In summary, we make the following main con-

tributions in this paper:

• We release XL-Sum, a dataset containing

1 million article-summary pairs in 44 lan-

guages, being the first publicly available ab-

stractive summarization dataset for many of

them.

• We create a data curation tool that can auto-

matically crawl and extract article-summary

pairs from BBC, using which the dataset can

be made even larger over time.

• We are the first to perform multilingual sum-

marization on a diverse set of languages,

achieving strong baselines on all languages

tested.

We are releasing the dataset, curation tool, and

summarization model checkpoints. We believe

that our efforts in this work will encourage the

community to push the boundaries of abstractive

text summarization beyond the English language,

especially for low and mid-resource languages.

2 The XL-Sum Dataset

In this section, we present details of the XL-Sum

dataset together with the curation process. Table

2 shows the article-summary statistics for all lan-

guages in the XL-Sum dataset.

2.1 Content Source

BBC publishes news in 43 languages2 ranging

from low-resource languages such as Bengali and

2https://www.bbc.co.uk/ws/languages

https://www.bbc.com/
https://www.bbc.co.uk/ws/languages
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Language #Samples Language #Samples Language #Samples

Amharic 5,461 Korean 4,281 Somali 5,636

Arabic 40327 Kyrgyz 2,315 Spanish 44,413

Azerbaijani 7,332 Marathi 11,164 Swahili 10,005

Bengali 8,226 Nepali 5,286 Tamil 17,846

Burmese 5,002 Oromo 5,738 Telugu 11,308

Chinese 39,810 Pashto 15,274 Thai 6,928

English 301,444 Persian 25,783 Tigrinya 4,827

French 9,100 Pidgina 9,715 Turkish 29,510

Gujarati 9,665 Portuguese 23,521 Ukrainian 57,952

Hausa 6,313 Punjabi 8,678 Urdu 40,714

Hindi 51,715 Russian 52,712 Uzbek 4,944

Igbo 4,559 Scottish Gaelic 1,101 Vietnamese 23,468

Indonesian 44,170 Serbian (Cyrillic) 7,317 Welsh 11,596

Japanese 7,585 Serbian (Latin) 7,263 Yoruba 6,316

Kirundi 5,558 Sinhala 3,414 Total 1,005,292

Table 2: Languages covered by the XL-Sum dataset, and the number of samples for each language. Here, a

sample denotes an article-summary pair. If we consider languages with less than 15,000 training samples to be

low-resource, then more than two-thirds of the constituent languages in XL-Sum fall into this category.

aWest African Pidgin English

Swahili to high-resource ones including English

and Russian. Among the 43 languages, Serbian

is a special case that is published in both Cyrillic,

the official script, and Latin, the colloquial script.

We treat them as different languages in this work,

totaling to a coverage of 44 languages.

2.2 Content Search

As BBC does not provide any archive or RSS feed

on their website, we designed a crawler to recur-

sively crawl pages starting from the homepage by

visiting different article links present in each page

visited. We were able to take advantage of the fact

that all BBC sites have somewhat similar struc-

tures, and were able to scrape articles from all

sites. We discarded pages with no textual contents

(mostly pages consisting of multimedia contents)

before further processing.

2.3 Article-Summary Extraction

The process of automatically collecting sum-

maries of articles differs across different datasets.

For example, the CNN/DM dataset (Hermann

et al., 2015) merged bullet point highlights pro-

vided with the articles as reference summaries,

whereas the XSum dataset (Narayan et al., 2018)

used the first line of the article as the summary and

the rest of the article as the input.

Our method of collecting summaries was made

easier by the consistent editorial style of the BBC

articles we crawled. BBC typically provides a

summary of a whole article in the form of a bold

paragraph containing one or two sentences at the

beginning of each article. These summaries are

written professionally by the authors of the arti-

cles in order to convey its main story within one

small paragraph. This is in contrast to the head-

line which serves to draw the attention of view-

ers into reading the article. (We show an example

article-summary pair from BBC English in Table

1.) We designed a number of heuristics to make

the extraction effective by carefully examining the

HTML structures of the crawled pages:

1. The desired summary must be present within

the beginning two paragraphs of an article.

2. The summary paragraph must have some por-

tion of texts in bold format.

3. The summary paragraph may contain some

hyperlinks that may not be bold. The propor-

tion of bold texts and hyperlinked texts to the

total length of the paragraph in consideration

must be at least 95%.

4. All texts except the summary and the head-

line must be included in the input text (in-

cluding image captions).

5. The input text must be at least twice as large

as the summary.
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Any sample that did not conform to these

heuristics were discarded. Our strategy of auto-

matic annotation of summaries resembles XSum

to some extent, but we found the first line to con-

tain meta-information in many articles (e.g., au-

thor information, date of last modification). As

such, we used the bold paragraphs as the sum-

maries instead.

3 Human Evaluation of XL-Sum

Despite being written by professionals, evaluat-

ing the quality of the XL-Sum dataset is crucial

to ensure that it can be valuable and used by a

wider community for abstractive summarization.

For this, we thoroughly conducted human evalua-

tions on a subset of the dataset.

We hired professional annotators3 to assess the

quality of the top-10 languages according to the

number of speakers worldwide.4 It is worth noting

that not all of these 10 languages are high-resource

(e.g., Bengali is a low-resource language despite

being one of the most widely spoken).

Each evaluator was asked to assess the qual-

ity of a random subset of the dataset (around 250

article-summary pairs) by answering the following

questions with ‘Yes’/‘No’:

Property A: Does the summary convey what the

article is about?

Property B: If the answer to property A is ‘Yes’,

does the summary contain any information

that is inconsistent with the article?

Property C: If the answer to property A is ‘Yes’,

does the summary contain any information

that cannot be inferred from the article?

The motivation for designing these properties

stemmed from recent progress on the quality esti-

mation of neural language generation (NLG) mod-

els. Belinkov and Bisk (2018) showed that NLG

models are vulnerable to noisy and low-quality

training samples, hence, it is essential to vali-

date the quality of the summary through Property

A. Ensuring factual consistency and faithfulness

(Wang et al., 2020; Maynez et al., 2020) of the

generated summaries is also a key consideration

3Each evaluator had at least an undergraduate degree and
had native or bilingual proficiency in the languages they were
assigned to. Bilingual proficiency was determined by profes-
sional language tests for the corresponding language.

4https://w.wiki/Pss

for neural abstractive summarization since neu-

ral models have been shown to generate halluci-

nated texts (See et al., 2017). Property B checks

for consistency between the article and the sum-

mary; while Property C assesses the hallucination

implicitly by limiting the knowledge domain to

the input article and identifying additional infor-

mation present in the summary.

Language/Dataset

CNN/DM

XSum

English

Chinese

Hindi

Spanish

French

Arabic

Bengali

Russian

Portuguese

Indonesian

A B C

98.33 1.22 24.57

92.00 0.00 71.74

99.66 0.00 37.37

93.49 0.00 29.56

90.91 0.00 31.42

84.71 0.00 42.93

99.20 0.00 26.72

98.34 0.00 25.31

91.14 0.00 26.85

95.65 0.00 38.64

88.31 0.47 38.50

97.59 0.41 27.57

Table 3: Quality of XL-Sum (along with CNN/DM and

XSum) assessed by human evaluators. In most of the

cases, the evaluators agree that the summaries convey

the main idea (Property A), and do not conflict with

the input text (Property B). However, the summaries

may contain some additional information (Property C),

since the editors writing the summaries may use their

common sense and additional domain knowledge not

present in the article.

It is desirable that property A would have a high

percentage of ‘Yes’, while both property B and

C would have a low percentage. However, the

third property can be a bit ambiguous, since some

pieces of information may not be directly present

in the input article, but a professional with back-

ground knowledge and understanding of the article

topic may infer them inherently. Since text sum-

marization is posed as a closed-domain task, we

asked the annotators to label accordingly, i.e., not

making use of any additional information outside

the article. We provided them with some sample

annotations in English to aid them during annota-

tion. The percentages of ‘Yes’ for the three prop-

erties are shown in Table 3.5 We also showed hu-

man evaluation of CNN/DM and XSum for con-

trast. Each article-summary pair was labeled by

5We measured inter-annotator agreement using Cohen’s
kappa coefficient. Most scores were within the 0.7-0.9 range,
showing high agreement between the evaluators

https://w.wiki/Pss
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two separate evaluators, and we considered each

pair to exhibit property A if both agreed upon it

and property B and C if at least one of them did.

We can see from Table 3 (Property A) that most

languages showed a high percentage of good sum-

maries in the upper nineties, while some had a

slightly lower percentage (i.e., Spanish and Por-

tuguese). We were informed by the annotators

that the negative summaries were mostly extracted

from opinion pieces and blog posts, the bold para-

graphs of which did not convey the main story of

the articles.

Almost none of the summaries contained any

conflicting information (Property B), while about

one-third on average had information that was

not directly inferrable (Property C). Interestingly,

more than 75% of the latter had missing informa-

tion such as first names, designations, or elabo-

rations of acronyms. For example, a summary

had the phrase ‘President-elect Joe Biden’ while

its corresponding article had no presence of the

first name ‘Joe’. Another article had NHS elabo-

rated in the summary, which was absent in the arti-

cle. In general. the types of extra information car-

ried in the summaries were more or less the same

across all languages. CNN/DM and XSum exhibit

extra information in the summaries as well, imply-

ing this phenomenon is common in abstractive text

summarization datasets.

The presence of extra information in the sum-

maries is understandable, since professional ex-

perts writing these summaries not only use the in-

formation present in the article text, but also incor-

porate their knowledge and understanding of the

outside world. But for a closed-domain summa-

rization model or a layman to the topic, inferring

this information is not so straightforward, which

makes the automatic abstractive summarization

task more challenging. This phenomenon may

explain why language models fine-tuned on pre-

trained checkpoints (Raffel et al., 2020; Qi et al.,

2020; Zhang et al., 2020) are achieving state-

of-the-art results in abstractive summarization, as

they are able to make use of outside information

gained from the high volume of texts they were

pretrained with. Additionally, it would be interest-

ing to investigate whether the recent trend of incor-

porating real-world knowledge and commonsense

reasoning (Tandon et al., 2018; Deng et al., 2020)

into language models could improve text summa-

rization performance.

4 Intrinsic Evaluation of XL-Sum

Although the human evaluations provided good

insights into the quality of the summaries, there

are several other aspects of the summaries that

are often infeasible or impractical to judge by hu-

man evaluators. With the above backdrop, sev-

eral works (Narayan et al., 2018; Grusky et al.,

2018; Bommasani and Cardie, 2020) have pro-

posed many automatic metrics to quantify im-

portant features of abstractive summaries (e.g.,

novel words, abstractivity, compression, and re-

dundancy).

Novel n-gram ratio: Narayan et al. (2018) pro-

posed the percentage of n-grams in the summary

that do not occur in the input article as a means of

measuring abstractiveness.

Abstractivity: Grusky et al. (2018) introduced

fragments, which greedily match text spans be-

tween the article and the summary, and Bom-

masani and Cardie (2020) generalized it to intro-

duce abstractivity to measure absractiveness.

Compression: Bommasani and Cardie (2020)

proposed compression as a metric to quantify con-

ciseness. Compression is measured by

CMP(A,S) = 1−
|S|

|A|
(1)

where |A| and |S| denote the length of the arti-

cle and the summary, respectively. We measured

length in terms of number of tokens.

Redundancy: Although Bommasani and

Cardie (2020) proposed a metric to measure re-

dundancy, it is only applicable to multi-sentence

summaries, which is not the case for most exam-

ples in XL-Sum. Thus, we propose a new redun-

dancy metric by calculating the number of repeti-

tive n-grams in the summary text.

Let {g1, g2, · · · , gm} be the unique n-grams oc-

curring in a summary S, and let {f1, f2, · · · , fm}
be their respective frequencies. Then the total

number of repeated n-grams are
∑

m

i=1
(fi − 1).

We define redundancy as the ratio of redundant n-

grams and the total number of n-grams in S:

RED(S) =

∑

m

i=1
(fi − 1)

∑

m

i=1
fi

= 1−
m

|S| − n+ 1
(2)

It is preferred of a good summary to have a

high novel n-gram ratio, abstractivity, and com-

pression; while having a low redundancy score.
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Language

/Dataset

CNN/DM

XSum

English

Chinese

Hindi

Spanish

French

Arabic

Bengali

Russian

Portuguese

Indonesian

Percentage of novel n-grams ↑

n = 1 n = 2 n = 3 n = 4

13.20 52.77 72.22 81.40

35.76 83.45 95.50 98.49

32.22 80.99 94.57 98.06

36.13 79.23 91.14 94.58

29.55 74.77 90.87 96.29

32.63 76.29 91.96 96.57

35.41 74.72 88.39 93.24

49.88 84.56 94.79 98.10

38.81 81.10 92.10 95.89

49.27 85.89 95.57 98.34

30.28 77.11 92.23 96.71

33.54 76.87 91.73 96.53

ABS
x

 CMP
x

 RED (n=1)


y RED (n=2)


y

38.75 90.90 13.73 1.10

75.70 90.40 5.83 0.16

71.74 92.97 6.56 0.20

70.23 92.95 7.37 0.50

64.63 93.00 9.91 0.16

66.60 92.49 11.45 .0.57

65.29 88.34 8.34 0.44

76.72 90.62 3.93 0.18

72.76 94.74 2.93 0.25

78.39 91.25 4.34 0.16

66.80 94.47 10.22 0.34

66.68 91.62 3.94 0.23

Table 4: Intrinsic evaluation of our XL-Sum dataset compared to CNN/Daily Mail and XSum. All values are

reported in percentage for easier comparison. We use ↑ to indicate “higher is better” and ↓ for the reverse. Both

of XL-Sum and XSum are highly abstractive, concise, and shows comparable quality, although the XSum dataset

contains only English samples. For both XL-Sum and XSum, percentages of novel n-grams (n = 1, 2, 3, 4) are

significantly higher than CNN/DM. High abstractiveness (ABS) scores of XL-Sum and XSum also bolster this

finding. Additionally, low redundancy (RED) and high compression (CMP) values indicate that XL-Sum and

XSum are more concise than CNN/DM.

We show these metrics in Table 4 (for redundancy,

we report values for n = 1, 2). We also show these

metrics for the CNN/DM and XSum datasets.

The results indicate that the XL-Sum dataset is

highly abstractive—about one-third of the tokens,

and more than 75% of the bigrams in the sum-

maries are novel, and the abstractiveness score is

also high (more than 65% for most of the lan-

guages). Additionally, XL-Sum is very concise

(the summary is less than one-tenth of the input ar-

ticle for most of the languages), and contains min-

imal redundancy (less than 10% for the majority).

The quality of XSum is comparable, however, it

is limited to only one language (i.e., English). On

the other hand, the CNN/Daily Mail dataset is sig-

nificantly behind XL-Sum and XSum as indicated

by most of the metrics mentioned above.

5 Experiments and Benchmarks

In previous sections, we have discussed the qual-

ity of XL-Sum. In addition, it is imperative to see

how state-of-the-art models perform when trained

on this dataset. Moreover, for many languages

(e.g., Bengali, Swahili), currently, there is no pub-

licly available dataset and benchmarks for abstrac-

tive text summarization to the best of our knowl-

edge. In this section, we train summarization mod-

els with the XL-Sum dataset and provide several

baselines and benchmark results.

Fine-tuning Transformer-based (Vaswani et al.,

2017) seq2seq models initialized with pretrained

weights from self-supervised training (Raffel

et al., 2020; Liu and Lapata, 2019; Rothe et al.,

2020; Qi et al., 2020; Zhang et al., 2020) has

been shown to achieve state-of-the-art perfor-

mance on many abstractive text summarization

datasets. There are many multilingual pretrained

checkpoints available through the Hugging Face

Transformers Library (Wolf et al., 2020). Among

them, we chose to use the mT5 model (Xue et al.,

2021), a multilingual language model pretrained

on a large dataset of 101 languages.

We performed summarization experiments in

two settings: (i) multilingual, and (ii) low-

resource. For performance reporting, for each lan-

guage, we randomly sampled 500 pairs for its de-

velopment set and 500 pairs for its test set, while

using the rest of the pairs for training. We tok-

enized our training samples using the 250k word-

piece (Wu et al., 2016) vocabulary provided with

the mT5 checkpoint. Due to computational con-

straints, we used the base model (600M param-

eters) and had to truncate the inputs to 512 to-

kens and the outputs to 64 tokens. We used the

ROUGE-1, ROUGE-2 and ROUGE-L (Lin, 2004)

scores for automatic evaluation. For inference, we

used beam search with beam size 4 and length

penalty of α = 0.6 (Wu et al., 2016).
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5.1 Multilingual Summarization

Multilingual training is performed by training a

single model with training samples from multiple

languages. It has been previously used in several

NLP tasks including neural machine translation

(Arivazhagan et al., 2019) and language model

pretraining (Conneau and Lample, 2019). How-

ever, multilingual training in the context of ab-

stractive summarization has not been a major fo-

cus of the community. As such, the aim of this

experiment is to demonstrate that a single model

can perform well on summarizing texts in differ-

ent languages, and that sister languages with mor-

phological similarity can take advantage of posi-

tive transfer from each other which is not possible

in monolingual settings.

For this experiment, we followed a similar train-

ing strategy as Conneau and Lample (2019): we

sampled each batch from a single language con-

taining 256 samples and used a smoothing fac-

tor (α) of 0.5 so that batches of low-resource lan-

guages would be sampled at a higher rate, increas-

ing their frequency during training.

We fine-tuned the mT5 model for 35k steps

on a distributed cluster of 8 Nvidia Tesla P100

GPUs for 4 days. We used the Adafactor optimizer

(Shazeer and Stern, 2018) with a linear warmup of

5,000 steps and ‘inverse square root’ learning rate

schedule. We show the ROUGE scores achieved

by the model on the top-10 languages in Table 5.

Language

English

Chinese

Hindi

Spanish

French

Arabic

Bengali

Russian

Portuguese

Indonesian

R-1 R-2 R-L

36.99 15.18 29.64

36.89 15.23 30.52

34.51 13.55 28.23

30.93 12.14 23.76

34.47 15.94 27.53

33.23 13.74 27.84

28.32 11.43 24.23

31.10 13.47 25.54

31.06 11.62 23.39

36.17 16.70 30.50

Table 5: ROUGE scores for multilingual summariza-

tion achieved by the mT5 model when fine-tuned on

the XL-Sum training set.

As we can see from the table, the multilingual

model achieved higher than 11 ROUGE-2 scores

on all languages. Some of these languages (e.g.,

Bengali) are low-resource, but the model still ob-

tained competitive results comparable to high and

mid-resource languages. Also, we are the first to

report the abstractive summarization benchmark

for a number of languages, including Bengali.

The mT5-base model achieves a R2-score of

15.18 on the English language. In comparison,

the state-of-the-art PEGASUSBASE model (Zhang

et al., 2020) obtained an R-2 score of 16.58 trained

on the XSum English dataset, which is similar to

XL-Sum in nature. This result suggests that the

performance is comparable to the state-of-the-art

English summarization. The R-2 scores for other

languages are also similar to English, indicating

that our dataset can help to effectively generate

automatic summaries for all languages tested, in-

cluding those low-resource ones.

5.2 Low-Resource Summarization

We have shown the effectiveness of the multilin-

gual training strategy in summarizing articles for

a wide set of languages with a single model. How-

ever, training the model is compute-heavy and it

may not be realistic in many scenarios. For the

dataset to be termed as versatile, models trained

on individual languages should be able to per-

form competitively with the multilingual model.

To confirm this is indeed the case, we performed

training on five low-resource languages from Ta-

ble 2 (Amharic, Azerbaijani, Bengali, Japanese,

Swahili) in a compute-efficient setup. We fine-

tuned mT5 on each language separately for 6-10

epochs (since the total training samples were lim-

ited, we had to be careful to prevent overfitting)

on a single-GPU (Nvidia RTX 2080Ti) machine.

For these experiments, we used a batch size of 32

and trained with a slanted learning rate schedule

(Howard and Ruder, 2018). We show the ROUGE

scores of each model in Table 6. We use the results

from the multilingual models as baseline.

Language

Amharic

Azerbaijani

Bengali

Japanese

Swahili

Low-resource Multilingual

R-1/R-2/R-L R-1/R-2/R-L

15.33/5.12/13.85 17.49/6.34/15.76

16.79/6.94/15.36 19.29/8.20/17.62

25.33/9.50/22.02 28.32/11.43/24.02

44.55/21.35/34.43 47.17/23.34/36.20

34.29/15.97/28.21 38.18/18.16/30.98

Table 6: Performance of mT5 model fine-tuned on a

low-resource training setup vs multi-lingual setup as

mentioned in the previous section.

As evident by the results from Table 6, the

multilingual model outperformed all the models
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trained on a single language. This is expected

since similar languages can have positive transfer

between them (Conneau et al., 2020) when trained

together. However, the low-resource models do

not trail by a large margin, in all cases the differ-

ence is not more than 2 for R-2 scores. This is a

good indication that models fine-tuned on such a

low amount of samples can still generalize to pro-

duce results competitive to multilingual models.

The case for Amharic, Azerbaijani and Japanese

call for a discussion on their performance. The

first two had comparatively low scores, while the

last one (Japanese) had considerably higher scores

compared to the other languages. Amharic and

Azerbaijani had approximately 4k and 6k training

samples respectively, which we conjecture is the

primary reason behind their underperformance.

Moreover, we did not find any reliable stemmer to

preprocess the generated summaries before com-

puting ROUGE, which may also hurt the scores.

On the other hand, Japanese texts are not word-

segmented and the words need to be separated be-

fore calculating ROUGE. We used Fugashi (Mc-

Cann, 2020), and possibly due to its aggressive

segmentation, the scores turned out to be higher

than other languages. Similar high results have

also been reported while measuring BLEU (Pap-

ineni et al., 2002) scores for machine translation

evaluation in Japanese (Kudo, 2018).

Results in Table 6 show that although these lan-

guages are low-resource, the scores of the two

setups are close, indicating our dataset can also

be useful when used with a constrained compu-

tation capability. This is likely to contribute to-

wards advances in low-resource text summariza-

tion, enabling fairness and access to the under-

served communities.

6 Related Works

Rush et al. (2015); Nallapati et al. (2016) pi-

oneered neural abstractive summarization, using

recurrent attentional seq2seq models (Bahdanau

et al., 2015). See et al. (2017) introduced Pointer-

Generator networks for abstractive summariza-

tion, which can learn to copy words from the in-

put text, in addition to generating new texts with

the decoder. Gehring et al. (2017) proposed con-

volutional seq2seq models and applied it to per-

form abstractive summarization. Narayan et al.

(2018) extended the work by integrating topic em-

beddings with the model.

Pretrained language models have recently been

successfully applied to abstractive summarization.

Liu and Lapata (2019) initialized the encoder and

Rothe et al. (2020) initialized both the encoder

and the decoder of a seq2seq model with the pre-

trained BERT (Devlin et al., 2019) weights and

fine-tuned the models for abstractive summariza-

tion. Raffel et al. (2020); Qi et al. (2020) used fully

pre-trained seq2seq models, while Zhang et al.

(2020) introduced a summarization-specific pre-

training objective to achieve state-of-the-art re-

sults on multiple datasets.

Most works on abstractive summarization have

so far focused on English, in large part due to a

lack of benchmark datasets for other languages.

Giannakopoulos et al. (2015) introduced MultiL-

ing 2015, a summarization dataset spanning 40

languages. However, MultiLing 2015 is limited in

size, with the training set having only 10k samples

in total. Cao et al. (2020); Scialom et al. (2020)

introduced two new datasets for multilingual sum-

marization, but both were limited to less than

10 languages. Moreover, samples for different

languages were collected from different sources,

making them exposed to different types of summa-

rization strategies, which raises questions on the

uniformity of the summaries.

7 Conclusion and Future Works

In this paper, we present XL-Sum, a large-

scale, high-quality multilingual text summariza-

tion dataset, containing 1 million samples across

44 languages collected from a single source, BBC.

For many of the languages, XL-Sum provides the

first publicly available abstractive summarization

dataset and benchmarks. We also make the dataset

curation tool available for the researchers, which

will help to grow the dataset over time. Thor-

ough human and intrinsic evaluations indicate that

the summaries in our dataset are highly abstrac-

tive and concise while conveying the main idea

with little to no conflict with the input article. Ad-

ditionally, we demonstrate that multilingual train-

ing can help towards better summarization, most

likely due to the positive transfer between sister

languages with morphological similarity. More-

over, XL-Sum is also useful in a low-resource and

compute-efficient setting.

In future, we will investigate the use of our

dataset for other summarization tasks (e.g., cross-

lingual summarization Zhu et al., 2019).
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We hope the XL-Sum dataset will be helpful

for the research community, especially for the re-

searchers working to ensure fair access to tech-

nological advances to under-served communities

with low-resource languages.
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