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Abstract
Texts convey sophisticated knowledge. How-
ever, texts also convey sensitive information.
Despite the success of general-purpose lan-
guage models and domain-specific mecha-
nisms with differential privacy (DP), existing
text sanitization mechanisms still provide low
utility, as cursed by the high-dimensional text
representation. The companion issue of uti-
lizing sanitized texts for downstream analyt-
ics is also under-explored. This paper takes
a direct approach to text sanitization. Our in-
sight is to consider both sensitivity and similar-
ity via our new local DP notion. The sanitized
texts also contribute to our sanitization-aware
pretraining and fine-tuning, enabling privacy-
preserving natural language processing over
the BERT language model with promising util-
ity. Surprisingly, the high utility does not boost
up the success rate of inference attacks.

1 Introduction

Natural language processing (NLP) requires a lot
of training data, which can be sensitive. Naı̈ve
redaction approaches (e.g., removing common
personally identifiable information) is known to
fail (Sweeney, 2015): innocuous-looking fields can
be linked to other information sources for reiden-
tification. The recent success of many language
models (LMs) has motivated security researchers
to devise advanced privacy attacks. Carlini et al.
(2020b) recover texts from (a single document of)
the training data via querying to an LM pretrained
from it. Pan et al. (2020) and Song and Raghu-
nathan (2020) target the text embedding, e.g., re-
vealing from an encoded query to an NLP service.

†Our code is available at https://github.com/
xiangyue9607/SanText.

‡The first two authors contributed equally.
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Figure 1: Workflow of our PPNLP pipeline, including
the user-side sanitization and the service provider-side
NLP modeling with pretraining/fine-tuning

Emerging NLP works focus on only specific
document-level (statistical) features (Weggenmann
and Kerschbaum, 2018) or producing private text
representations (Xie et al., 2017; Coavoux et al.,
2018; Elazar and Goldberg, 2018; Li et al., 2018) as
initial solutions to the first issue above on training-
data privacy. However, the learned representations
are not human-readable, which makes transparency
(e.g., required by GDPR) questionable: an average
user may not have the technical know-how to verify
whether sensitive attributes have been removed or
not. Moreover, consider the whole NLP pipeline,
the learned representations often entail extra model-
ing or non-trivial changes to existing NLP models,
which take dedicated engineering efforts.

1.1 Sanitizing Sensitive Texts, Naturally

With this state-of-affairs of the security and the
NLP research, we deem it better to address privacy
from the root, i.e., directly producing sanitized text
documents. Being the most native format, they

https://github.com/xiangyue9607/SanText
https://github.com/xiangyue9607/SanText
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incur minimal changes to existing NLP pipelines.
Being human-readable, they provide transparency
(to privacy-concerning training-data contributors)
and explainability (e.g., to linguists who might find
the need for investigating how the training data
contribute to a certain result). Moreover, it natu-
rally extends the privacy protection to the inference
phase. Users can apply our sanitization mechanism
before sending queries (e.g., medical history) to the
NLP service provider (e.g., diagnosis services).

Conceptually, we take a natural approach – we
sanitize text documents into also (sanitized) text
documents. This is in great contrast to the typical
“post-processing” for injecting noises either to gra-
dients in training (a deep neural network) (McMa-
han et al., 2018) or the “cursed” high-dimensional
text representations (Lyu et al., 2020a,b; Feyisetan
et al., 2020). It also leads to our O(1) efficiency,
freeing us from re-synthesizing the document word-
by-word via nearest neighbor searches over the
entire vocabulary space V (Feyisetan et al., 2020).

Technically, we aim for the de facto standard
of local differential privacy (LDP) (Duchi et al.,
2013) to sanitize the user data locally, based on
which the service provider can build NLP models
without touching any raw data. DP has been suc-
cessful in many contexts, e.g., location privacy and
survey statistics (Andrés et al., 2013; Murakami
and Kawamoto, 2019). However, DP text analyt-
ics appears to be a difficult pursuit (as discussed,
also see Section 2), which probably explains why
there are only a few works in DP-based text saniti-
zation. In high-level terms, text is rich in semantics,
differentiating it from other more structured data.

Our challenge here is to develop efficient and
effective mechanisms that preserve the utility of
the text data with provable and quantifiable pri-
vacy guarantees. Our insight is the formulation of
a new LDP notion named Utility-optimized Metric
LDP (UMLDP). We attribute our success to the
focus of UMLDP on protecting what matters (sen-
sitive words) via “sacrificing” the privacy of non-
sensitive (common) words. To achieve UMLDP,
our mechanism directly samples noises on tokens.

Our result in this regard is already better than the
state-of-the-art LDP solution producing sanitized
documents (Feyisetan et al., 2020) – we got 28%
gain in accuracy on the SST-2 dataset (Wang et al.,
2019) on average at the same privacy level (i.e.,
the same LDP parameter) while being much more
efficient (∼60× faster, precomputation included).

1.2 Privacy-Preserving NLP, Holistically

Text sanitization is essential but just one piece
of the whole privacy-preserving NLP (PPNLP)
pipeline. While most prior works in text privacy are
motivated by producing useful data for some down-
stream tasks, the actual text analytics are hardly
explored, not to say in the context of many recent
general-purpose language models. As simple as it
might seem, we start to see design choices that can
be influential. Specifically, our challenge here is
to adapt the currently dominating pretraining-fine-
tuning paradigm (e.g., BERT (Devlin et al., 2019))
over sanitized texts for building the model.

Our design is to build in privacy at the root again,
in contrast to the afterthought approach. We found
it beneficial to sanitize even the public data before
feeding them to training. It is not for protecting
the public data per se. The intuition here is that it
“prepares” the model to work with sanitized queries,
which explains our eventual (slight) increase in
accuracy while additionally ensuring privacy.

Specifically, we propose a sanitization-aware
pretraining procedure (Figure 1). We first use our
mechanisms to sanitize the public texts, mask the
sanitized texts (as in BERT), and train the LM by
predicting a MASK position as its original unsani-
tized token. LMs preptrained with our sanitization-
aware procedure are expected to be more robust
to noises in the sanitized texts and achieve better
utility when fine-tuning on downstream tasks.

We conduct experiments on three representative
NLP tasks to empirically confirm that our proposed
PPNLP pipeline preserves both utility and privacy.
It turns out that our sanitization-based pretraining
(using only 1/6 of data used in the original BERT
pretraining) can even improve the utility of NLP
tasks while maintaining privacy comparable to the
original BERT. Note that there is an inherent ten-
sion between utility and privacy, and privacy attack
is also inference in nature. To empirically demon-
strate the privacy aspect of our pipeline, i.e., it does
not make our model a more powerful tool helping
the attacker, we also conduct the “mask token in-
ference” attack on private texts, which infers the
masked token given its context based on BERT. As
a highlight, our base solution SANTEXT improves
the defense rate by 20% with only a 4% utility loss
on the SST-2 dataset. We attribute our surprising re-
sult of mostly helping only good guys to our natural
approach: to avoid the model memorizing sensitive
texts “too well,” we fed it with sanitized text.
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2 Related Work

Privacy risks in NLP. A taxonomy of attacks that
recover sensitive attributes or partial raw text from
text embeddings output by popular LMs has been
proposed (Song and Raghunathan, 2020), without
any assumptions on the structures or patterns in
input text. Carlini et al. (2020b) also show a pow-
erful black-box attack on GPT-2 (Radford et al.,
2019) that extracts verbatim texts of training data.
Defense with rigorous guarantees (DP) is thus vital.

Differential privacy and its application in NLP.
DP (Dwork, 2006) has emerged as the de facto
standard for statistical analytics (Wang et al., 2017,
2018; Cormode et al., 2018). A few efforts in-
ject high-dimensional DP noise into text represen-
tations (Feyisetan et al., 2019, 2020; Lyu et al.,
2020a,b). The noisy representations are not human-
readable and not directly usable by existing NLP
pipelines, i.e., they consider a different problem
not directly comparable to ours. More importantly,
they fail to strike a nice privacy-utility balance due
to “the curse of dimensionality,” i.e., the magnitude
of the noise is too large for high-dimensional token
embedding, and thus it becomes exponentially less
likely to find a noisy embedding close to a real one
on every dimension. This may also explain why an
earlier work focuses on document-level statistics
only, e.g., term-frequency vectors (Weggenmann
and Kerschbaum, 2018).

Our approaches produce natively usable sani-
tized texts via directly sampling a substitution for
each token from a precomputed distribution (to
be detailed in Section 4), circumventing the di-
mension curse and striking a privacy-utility trade-
off while being much more efficient. A concur-
rent work (Qu et al., 2021) also considers the
whole NLP pipeline, but it still builds on the token-
projection approach (Feyisetan et al., 2020).

Privacy-preserving text representations. Learn-
ing private text representations via adversarial train-
ing is also an active area (Xie et al., 2017; Coavoux
et al., 2018; Elazar and Goldberg, 2018; Li et al.,
2018). An adversary is trained to infer sensitive
information jointly with the main model, while the
main model is trained to maximize the adversary’s
loss and minimize the primary learning objective.
While we share the same general goal, our aim is
not such representations (similar to those with DP)
but to release sanitized text for general purposes.

3 Defining (Local) Differential Privacy

Suppose each user holds a document D = 〈xi〉Li=1

of L tokens (which can be a character, a subword,
a word, or an n-gram), where xi is from a vocabu-
lary V of size |V|. For privacy, each user derives a
sanitized version D̂ by running a common text san-
itization mechanismM over D on local devices.
Specifically,M works by replacing every token xi
in D with a substitution yi ∈ V , assuming that xi
itself is unnecessary for NLP tasks while its seman-
tics should be preserved for high utility. The output
D̂ is then shared with an NLP service provider.

We consider a typical threat model in which each
user does not trust any other party and views them
as an attacker with access to D̂ in conjunction with
any auxiliary information (includingM).

3.1 (Variants of) Local Differential Privacy

Let X and Y be the input and output spaces. A ran-
domized mechanismM : X → Y is a probabilistic
function that assigns a random output y ∈ Y to an
input x ∈ X . Every y induces a probability distri-
bution on the underlying space. For sanitizing text,
we set both X and Y as the vocabulary V .

Definition 1 (ε-LDP (Duchi et al., 2013)). Given
a privacy parameter ε ≥ 0, M satisfies ε-local
differential privacy (ε-LDP) if, for any x, x′, y ∈ V ,

Pr[M(x) = y] ≤ eε · Pr[M(x′) = y].

Given an observed output y, from the attacker’s
view, the likelihoods y is derived from x and x′ are
similar. A smaller ε means better privacy due to a
higher indistinguishability level of output distribu-
tions, yet the outputs retain less utility.
ε-LDP is a very strong privacy notion for its

homogeneous protection over all input pairs. How-
ever, this is also detrimental to the utility: no matter
how unrelated x and x′ are, their output distribu-
tions must be similar. As a result, a sanitized token
y may not (approximately) capture the semantics
of its input x, degrading the downstream tasks.

LDP over metric spaces. To capture seman-
tics, we borrow the relaxed notion of Metric-LDP
(MLDP) (Alvim et al., 2018) originally proposed
for location privacy (Andrés et al., 2013) with the
distance metric d(·, ·) between two locations (e.g.,
Manhattan distance (Chatzikokolakis et al., 2013)).

Definition 2 (MLDP). Given ε ≥ 0 and a distance
metric d : V × V → R≥0 over V , M satisfies
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MLDP or ε · d(x, x′)-LDP if, for any x, x′, y ∈ V ,

Pr[M(x) = y] ≤ eε·d(x,x′) · Pr[M(x′) = y].

When d(x, x′) = 1 ∀x 6= x′, MLDP becomes
LDP. For MLDP, the indistinguishability of output
distributions is further scaled by the distance be-
tween the respective inputs. Roughly, the effect of
ε becomes “adaptive.” To apply MLDP, one needs
to carefully define the metric d (see Section 4.2).
Incorporating ULDP to further improve utility.
Utility-optimized LDP (Murakami and Kawamoto,
2019) (ULDP) also relaxes LDP, which was origi-
nally proposed for aggregating ordinal responses.
It exploits the fact that different inputs have differ-
ent sensitivity levels to achieve higher utility. By
assuming that the input space is split into sensitive
and non-sensitive parts, ULDP achieves a privacy
guarantee equivalent to LDP for sensitive inputs.

In our context, more formally speaking, let VS ⊆
V be the set of sensitive tokens common to all users,
and VN = V \ VS be the set of remaining tokens.
The output space V is split into the protected part
VP ⊆ V and the unprotected part VU = V \ VP .

The image of VS is restricted to VP , i.e., a sen-
sitive x ∈ VS can only be mapped to a protected
y ∈ VP . For text, we can set VS = VP for simplic-
ity. While a non-sensitive x ∈ VN can be mapped
to VP , every y ∈ VU must be mapped from VN ,
which helps to improve the utility.

3.2 Our New Utility-optimized MLDP Notion
Among many variants of (L)DP notions, we found
the above two variants (i.e., ULDP and MLDP)
provide useful insight in quantifying semantics and
privacy of text data. We thus formulate the new pri-
vacy notion of utility-optimized MLDP (UMLDP).
Definition 3 (UMLDP). Given VS ∪VN = V , two
privacy parameters ε, ε0 ≥ 0, and a distance met-
ric d : V × V → R≥0,M satisfies (VS ,VP , ε, ε0)-
UMLDP, if
i) for any x, x′ ∈ V and any y ∈ VP , we have

Pr[M(x) = y] ≤ eεd(x,x′)+ε0 Pr[M(x′) = y];

ii) for any y ∈ VU , i.e., from an unprotected set VU
where VU ∩ VP = ∅, there is an x ∈ VN such that

Pr[M(x) = y] > 0,

Pr[M(x′) = y] = 0 ∀x′ ∈ V \ {x}.

Figure 2 summarizes the treatment of UMLDP. It
exhibits “invertibility,” i.e., y ∈ VU must be “noise-
free” and mapped deterministically. Apart from

(𝜀𝑑 + 𝜀!)-LDP

Invertible map

𝒱𝑆 𝒱𝑃

𝒱𝑁 𝒱𝑈

Figure 2: Overview of our new UMLDP notion

generalizing ε in the ULDP definition (recalled in
Appendix A.1) into εd(x, x′), we incorporate an
additive bound ε0 due to the invertibility, which
makes the derivation of ε easier. Looking ahead,
ε0 would appear naturally in the analysis of our
UMLDP mechanism for the invertible case.

UMLDP (and MLDP), as an LDP notion, sat-
isfies the composability and free post-processing.
The former means that the sequential execution of
ε1-LDP and ε2-LDP mechanisms satisfies (ε1+ε2)-
LDP, i.e., ε can be viewed as the privacy “budget”
of a sophisticated task comprising multiple subrou-
tines, each consumes a part of ε such that their sum
equals ε. The latter means further processing the
mechanism outputs incurs no extra privacy loss.

4 Our Privacy-Preserving NLP Pipeline

4.1 Overview

We propose two token-wise sanitization methods
with (U)MLDP: SANTEXT and SANTEXT+, which
build atop a variant of the exponential mechanism
(EM) (McSherry and Talwar, 2007) over the “na-
tive” text tokens as both input and output spaces
to avoid going to the “cursed dimensions” of token
embeddings. EM samples a replacement y for an
input x based on an exponential distribution, with
more “suitable” y’s sampled with higher probabil-
ity (detailed below). It is well-suited for (U)MLDP
by considering the “suitability” as how well the se-
mantics of x is preserved for the downstream tasks
(run over the sanitized text y) to remain accurate.

To quantify this, we utilize an embedding model
mapping tokens into a real-valued vector space.
The semantic similarity among tokens can then be
measured via the Euclidean distance between their
corresponding vectors. Our base design SANTEXT

outputs y with probability inverse proportional to
the distance between x and y: the shorter the dis-
tance, the more semantically similar they are. SAN-
TEXT+ considers some tokens VN in V are non-
sensitive, and runs SANTEXT over the sensitive
part VS = V \ VN (i.e., it degenerates to SAN-
TEXT if VS = V). For VN , we tailor a probability
distribution to provide UMLDP as a whole.
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Algorithm 1: Base Mechanism SANTEXT

Input: A private document D = 〈xi〉Li=1,
and a privacy parameter ε ≥ 0

Output: Sanitized document D̂
1 Derive token vectors φ(xi) for i ∈ [1, L];
2 for i = 1, . . . , L do
3 RunM(xi) to sample a sanitized token

yi with probability defined in Eq. (1);
4 end
5 Output sanitized D̂ as 〈yi〉Li=1;

With SANTEXT or SANTEXT+, each user sani-
tizesD into D̂ and uploads it to the service provider
for performing any NLP task built atop a pretrained
LM, e.g., BERT. Typically, the task pipeline con-
sists of an embedding layer, an encoder module,
and task-specific layers, e.g., for classification.

Without the raw text, the utility can degrade;
we thus propose two approaches for improving it.
The first one is to pretrain only the encoder on the
sanitized public corpus to adapt to the noise. It is
optional if pretraining is deemed costly. The sec-
ond is to fine-tune the full pipeline on D̂’s, which
updates both the encoder and task layers.

4.2 Base Sanitization Mechanism: SANTEXT

In NLP, a common step is to employ an embed-
ding model1 mapping semantically similar tokens
to close vectors in a Euclidean space. Concretely,
an embedding model is an injective mapping φ :
V → Rm, for dimensionality m. The distance be-
tween any two tokens x and x′ can be measured
by the Euclidean distance of their embeddings:
d(x, x′) = deuc(φ(x), φ(x′)). As φ is injective,
d satisfies the axioms of a distance metric.

Algorithm 1 lists the pseudo-code of SANTEXT

for sanitizing a private document D at the user side.
The first step is to use φ to derive token embeddings
of each token2 x in D. Then, for each x, we run
M(x) to sample a sanitized y with probability

Pr[M(x) = y] = Cx · e−
1
2
ε·deuc(φ(x),φ(y)) (1)

where Cx = (
∑

y′∈V e
− 1

2
ε·deuc(φ(x),φ(y′)))−1.

The smaller deuc(φ(x), φ(y)), the more likely y
is to replace x. To boost the sanitizing efficiency,
we can precompute a |V| × |V| probability matrix,
where each entry (i, j) denotes the probability of
outputting yj on input xi, upon obtaining φ(x) for

1We assume that it has been trained on a large public
corpus and shared by all users.

2For easy presentation, we omit the subscript i later.

Algorithm 2: Enhanced SANTEXT+

Input: A private document D = 〈xi〉Li=1, a
privacy parameter ε ≥ 0, probability
p for a biased coin, and sensitive VS

Output: Sanitized document D̂
1 Derive token vectors φ(xi) for i ∈ [1, L];
2 for i = 1, . . . , L do
3 if xi ∈ VS then
4 Sample a substitution yi ∈ VP = VS

with probability given in Eq. (1) .
Run SANTEXT over VS and VP ;

5 else
6 Output yi = xi with prob. (1− p);

or yi ∈ VP with prob. in Eq. (2);
7 end
8 end
9 Output sanitized D̂ as 〈yi〉Li=1;

∀x ∈ V . Lastly, the sanitized D̂ = 〈yi〉Li=1 can be
released to the service provider for NLP tasks.

4.3 Enhanced Mechanism: SANTEXT+

In SANTEXT, all tokens in V are treated as sensi-
tive, which leads to excessive protection and utility
loss. Following the less-is-more principle, we di-
vide V into VS and VN , and focus on protecting VS .

Observing that most frequently used tokens (e.g.,
a/an/the) are non-sensitive to virtually all users, we
use token frequencies for division. A simple strat-
egy, which is also used in our experiments, is to
mark the top w of low-frequency tokens (according
to a certain corpus) as VS , where w is a tunable
parameter. Looking ahead, this “basic” method
already showed promising results. (Further discus-
sion can be found in Section 4.5).

Algorithm 2 lists the pseudo-code of SANTEXT+

with VS = VP and VN = VU shared by all users.
The first step, as in SANTEXT, is to derive the token
embeddings in D. Then, for each token x, if it is
in VS , we sample its substitution y from VP with
probability given in Eq. (1). (This is equivalent to
running SANTEXT over VS and VP .) For x ∈ VN ,
we toss a biased coin. With probability (1− p), we
output y as x (i.e., the “invertibility”). Otherwise,
we sample y ∈ VP with probability

Pr[M(x) = y] = p · Cx · e−
1
2
ε·deuc(φ(x),φ(y)) (2)

where Cx = (
∑

y′∈VP e
− 1

2
ε·deuc(φ(x),φ(y′)))−1.

As in SANTEXT, we can also precompute two
|VS | × |VP | and |VN | × |VP | probability matrices,
which correspond to Eq. (1) and (2), for optimizing
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the sanitizing efficiency. Lastly, the sanitized D̂ of
〈y〉Li=1 can be released to the service provider.

Theorem 1. Given ε ≥ 0 and deuc over the embed-
ding space φ of V , SANTEXT satisfies MLDP.

Theorem 2. Given (VS = VP ) ⊆ V , ε ≥ 0, ε0 =
ln 1

p ≥ 0, and deuc over the embedding space φ
of V , SANTEXT+ satisfies (VS ,VP , ε, ε0)-UMLDP.

Their proofs are in Appendix A.2.

4.4 NLP over Sanitized Text

With D̂’s (shared by the users), the service provider
can perform any NLP task. In this work, we focus
on those built on a pretrained LM, and in particu-
lar, we study BERT as an example due to its wide
adoption and superior performance. The full NLP
pipeline is deployed at the service provider.

Given a piece of (sanitized) text, the embedding
layer maps it to a sequence of token embeddings.
The encoder computes a sequence representation
from the token embeddings, allowing task-specific
layers to make predictions. For example, the task
layer could be a feed-forward neural network for
multi-label classification of a diagnosis system.

The injected noise deteriorates the performance
of downstream tasks as the service provider cannot
access the raw texts {D}. To mitigate this, we
propose two approaches – pretraining the encoder
and fine-tuning the full pipeline, which allow the
tasks to be “adaptive” to the noise to some extent.

Pretraining BERT over sanitized public corpus.
Besides D̂’s, the service provider can also obtain
a massive amount of text that is publicly available
(say, the English Wikipedia). It also has access to
the sanitization mechanisms, and it can produce the
sanitized public text (as how users produce D̂’s).

Our key idea is to let the service provider pretrain
the encoder (i.e., BERT) over the sanitized public
text, making it more “robust” in handling D̂’s. We
thus initialize the encoder with the original BERT
checkpoint and conduct further pretraining with an
adapted masked language model (MLM) loss. In
more detail, the adapted MLM objective is to pre-
dict the original masked tokens given the sanitized
context instead of the one from the raw public text.
We note that this is beneficial for improving the
task utility, yet may breach the user privacy as the
objective learns to “recover” the original tokens or
semantics. In Section 5.4, our results will show that
such pretrained BERT indeed improves accuracy,
with comparable privacy as in original BERT.

Fine-tuning the full NLP pipeline. After pretrain-
ing BERT using sanitized public text, the service
provider can further improve the efficacy of down-
stream tasks by fine-tuning the full pipeline. We
assume that the ground-truth labels are available to
the service provider, say, inferring from D̂’s when
they can preserve similar semantics to the raw text.
Then, the sanitized text-label pairs are used for
training/fine-tuning downstream task models, with
gradients back-propagated to update the parame-
ters of both the encoder and task layer. We leave
more realistic/complex labeling processes based on
sanitized texts as future work.

4.5 Definition of “Sensitivity”
Simply treating the top w of least frequent tokens
(e.g., according to a public reference corpus) as the
sensitive token set already led to promising results
(see Section 5.2). By this definition, stop words
are mostly non-sensitive (e.g., for w = 0.9 over
the sentiment classification dataset we used, ∼98%
of the stop words are deemed non-sensitive). For
context-specific corpus, this strategy is better than
merely using stop words, e.g., breast cancer be-
comes non-sensitive among breast-cancer patients.

Sophisticated machine-learning approaches or
other heuristics could also be considered, e.g., train-
ing over context-specific reference corpus or iden-
tifying tokens with personal (and hence sensitive)
information (e.g., names). We leave as future work.

Moreover, the definition of sensitivity may vary
across users. Some may consider a token deemed
non-sensitive by most other users sensitive. The
original ULDP work (Murakami and Kawamoto,
2019) has discussed a personalized mechanism that
preprocesses such tokens by mapping them to a set
of semantic tags, which are the same for all users.
These tags will be treated as sensitive tokens for
the ULDP mechanism. Apparently, this approach
is application-specific and may not be needed in
some applications; hence we omit it in this work.

5 Experiments

5.1 Experimental Setup
We consider three representative downstream NLP
tasks (datasets) with privacy implications.

Sentiment Classification (SST-2). When people
write online reviews, especially the negative ones,
they may worry about having their identity traced
via writing too much that may provide hints of
authorship or linkage to other online writings. For
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Mechanisms SST-2 MedSTS QNLI
ε = 1 ε = 2 ε = 3 ε = 1 ε = 2 ε = 3 ε = 1 ε = 2 ε = 3

Random 0.4986 0.4986 0.4986 0.0196 0.0196 0.0196 0.5152 0.5152 0.5152
Feyisetan et al. (2020) 0.5099 0.5143 0.5345 0.0201 0.0361 0.0452 0.5162 0.5256 0.5333
SANTEXT 0.5101 0.5838 0.8374 0.0351 0.5392 0.8159 0.5372 0.5598 0.8116
SANTEXT+ 0.7796 0.7943 0.8516 0.4965 0.7082 0.8162 0.7699 0.7760 0.8131

Unsanitized 0.9251 0.8527 0.9090

Table 1: Utilities comparison of sanitization mechanisms under similar privacy levels using the GloVe embedding

this task, we use the preprocessed version in GLUE
benchmark (Wang et al., 2019) of (binary) Stanford
Sentiment Treebank (SST-2) dataset (Socher et al.,
2013). Accuracy (w.r.t. the ground truth included
in the dataset) is used as the evaluation metric.

Medical Semantic Textual Similarity (Med-
STS). Automated processing of patient records is a
significant research direction, and one such task is
computing the semantic similarity between clinical
text snippets for the benefit of reducing the cog-
nitive burden. We choose a very recent MedSTS
dataset (Wang et al., 2020) for this task, which as-
signs a numerical score to each pair of sentences,
indicating the degree of similarity. We report the
Pearson correlation coefficient (between predicted
similarities and human judgments) for this task.

Question Natural Language Inference (QNLI).
Question-answering (QA) aims to automatically
answer user questions based on documents. We
consider a simplified setting of QA, namely QNLI,
which predicts whether a given document contains
the answer to the question. We use the QNLI
dataset from GLUE benchmark (Wang et al., 2019).

We implement our sanitized mechanisms using
Python and the sanitization-aware training using
the Transformers library (Wolf et al., 2020). We
use sanitized data to train and test prediction mod-
els for all three tasks. We either build vocabularies
for the tasks using GloVe embeddings (Penning-
ton et al., 2014) or adopt the same BERT vocab-
ulary (Devlin et al., 2019). Table 2 shows their
sizes. Our sanitization-aware pretraining uses Wi-
kiCorpus (English version, a 2006 dump, 600M
words) (Reese et al., 2010). We start from the
bert-base-uncased (instead of randomly ini-
tialized) model to accelerate the pretraining.

We set the maximum sequence length to 512,
training epoch to 1, batch size to 6, learning rate to
5e-5, warmup steps to 2000, and MLM probability
to 0.15. Our sanitization-aware fine-tuning uses the
bert-base-uncased model for SST-2/QNLI,
and ClinicalBERT (Alsentzer et al., 2019) for
MedSTS. We set the maximum sequence length

Figure 3: Performance of SANTEXT+ over (w, p)
when fixing ε = 2 based on the GloVe embedding
to 128, training epochs to 3, batch size to 64 for
SST-2/QNLI or 8 for MedSTS, and learning rate to
2e-5 for SST-2/QNLI or 5e-5 for MedSTS. Other
hyperparameters are kept default. Our hyperparam-
eters followed the transformer library (Wolf et al.,
2020) and popular setups in the original dataset
literature (Wang et al., 2019, 2020).

5.2 Comparison of Sanitization Mechanisms

We first compare our SANTEXT and SANTEXT+

with random sanitization and the state-of-the-art
of Feyisetan et al. (FBDD). Here, we use the GloVe
embedding as in FBDD for a fair comparison. Ran-
dom sanitization picks a token from the vocabu-
lary uniformly. We set the UMLDP parameters
p = 0.3, w = 0.9 for SANTEXT+ (while Figure 3
plots the impacts of p and w when fixing ε = 2).

Table 1 shows the utility of the four mechanisms
for the three selected tasks at different privacy lev-
els. FBDD has a higher utility than random replace-
ments. While both FBDD and SANTEXT are based
on word embeddings, SANTEXT does not suffer
from the “curse-of-dimensionality” and achieves
better utility at the same privacy level. SANTEXT+

achieves the best utilities in all cases since it allows
the non-sensitive tokens to be noise-free, lowering
the noise and improving the utility.

In terms of efficiency, our SANTEXT and SAN-
TEXT+ are very efficient (e.g., ∼2min for the SST-
2 dataset) compared with FBDD (∼117min) when
they all run on a 24 core CPU machine. This is
because our mechanisms only need to compute the
sampling probability once and use the same proba-
bility matrix for sampling each time, while FBDD
needs to recalculate the additive noise and re-search
the nearest neighbor each time.
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Figure 4: Privacy and Utility Tradeoffs of SANTEXT
in terms of Defense Rate (of the Mask Token Inference
Attack) versus Accuracy (ε =∞means “unsanitized.”)

Datasets GloVe embeddings BERT embeddings
V VS V VS

SST-2 14,730 13,258
30,522 27,469MedSTS 3,320 2,989

QNLI 88,159 79,343

Table 2: Sizes of vocabularies (w = 0.9 for VS)
5.3 Mask Token Inference Attack
From now on, we adopt the BERT embedding for
its superiority. As (U)MLDP is distance-metric de-
pendent, we need to use different ε’s (e.g., Figure 5)
to ensure a similar privacy level, specifically, ε · d.

Our sanitization mechanisms provide broad pro-
tection for seen/unseen attacks at a fundamental
level (by sampling noise to directly replace orig-
inal tokens) with formally-proven DP, e.g., two
guesses of the original token with different styles
are nearly probable in an attempt of authorship at-
tribution (Weggenmann and Kerschbaum, 2018) or
other “indirect” attacks. Here, we consider a mask
token inference attack as a representative study to
“confirm the theory” by empirically measuring the
“concrete” privacy level of sanitized texts.

To infer or recover original tokens given the san-
itized text, one can let a pretrained BERT model
infer the MASK token given its contexts. After all,
BERT models are trained via masked language
modeling. For each sanitized text of the down-
stream (private) corpus, we replace each token se-
quentially by the special token [MASK] and in-
put the masked text to the pretrained BERT model
to obtain the prediction of the [MASK] position.
Then, we compare the predicted token to the orig-
inal token in the raw text. Figure 4 reports the
defense rate (the proportion of unmatched tokens
to total tokens) and task utility of sanitized texts (by
SANTEXT) as well as unsanitized texts on SST-2
and QNLI. We see a privacy-utility trade-off: the
more restrictive the privacy guarantee (smaller ε),
the lower the utility score. Notably, we improve the
defense rate substantially with only a small amount
of privacy loss (e.g., when ε = 16, SANTEXT im-

Datasets ε
Utility

∆privacyOriginal +Pretrain

SST-2
12 0.6084 0.6208 0.0089
14 0.7548 0.7731 0.0101
16 0.8698 0.8830 -0.0046

QNLI
12 0.5822 0.6037 0.0076
14 0.7143 0.7309 -0.0047
16 0.8265 0.8369 -0.0039

Table 3: Sanitization-aware pretraining via SANTEXT

proves the defense rate by 20% with only 4% task
utility loss over the SST-2 dataset in Figure 4).

5.4 Effectiveness of Pretraining

We then show how the sanitization-aware pretrain-
ing further improves the utility but does not hurt the
original privacy. Specifically, Table 3 compares the
accuracy of sanitization-aware fine-tuning based
on the publicly-available bert-base-uncased
model and our sanitization-aware pretrained one at
different privacy levels on SST-2 and QNLI. Our
sanitization-aware pretrained BERT models can ob-
tain a 2% absolute gain on average. We conjecture
that it can be improved since our pretraining only
uses 1/6 of the data used in the original BERT
pretraining and 1 training epoch as an illustration.

To demonstrate that such utility improvement is
not obtained by sacrificing privacy, we record the
change of defense rate (∆privacy) in launching mask
token inference attacks on the original BERT mod-
els and our sanitization-aware pretrained BERT
models. As Table 3 confirmed, the privacy level of
our sanitization-aware pretrained model is nearly
the same as the original (sometimes even better).

5.5 Influence of Privacy Parameter ε

We aim at striking a nice balance between privacy
and utility by tuning ε. To empirically show the in-
fluence of ε, we report the utility and privacy scores
over the SST-2 dataset based on SANTEXT. The
utility score is the accuracy over the test set. We
define three metrics to “quantify” privacy. Firstly,
Nx = Pr[M(x) = x], which we estimate by the
frequency of seeing no replacement byM(). The
output distribution of x has full support over V , i.e.,
Pr[M(x) = y] > 0 for any y ∈ V . Yet, we are
interested in the effective support S, a set of y’s
with cumulative probability larger than a threshold,
and then define Sx as its size. Sx can be estimated
by the number of distinct tokens mapped from x.
Both Nx and Sx can be related to two extremes
of the Rényi entropy (Rényi, 1961), defined as
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Figure 5: Influence of privacy parameter ε of SANTEXT on the utility and privacy (Nx, Sx, S∗
y ) based on the SST-2

dataset: The top panel is based on BERT embeddings, and the bottom panel is based on GloVe embeddings.

Hα(M(x)) = 1
1−α log(

∑
y∈V Pr[M(x) = y]α),

with an order α ≥ 0 and α 6= 1. The two extremes
are obtained by setting α = 0 and =∞, resulting
in the Hartley entropyH0 and the min-entropyH∞.
This implies that we can also approximate H0 and
H∞ by logSx and − logNx, respectively. Making
them large increases the entropy of the distribution.

Another important notion is plausible deniabil-
ity (Bindschaedler et al., 2017), i.e., a set of x’s
could have led to an output y with a similar prob-
ability. We define S∗y as the set size, estimated by
the number of distinct tokens mapped to y.

We run SANTEXT 1, 000 times for the whole
SST-2 dataset vocabulary. As Figure 5 shows, when
ε increases, the utility boosts and Nx increases
while Sx, S∗y , and the privacy level of the mecha-
nism decrease, which gives some intuition in pick-
ing ε, e.g., for ∼40% probability of replacing each
token to a different one based on the BERT embed-
dings (top panel), we could set ε = 15 since the
median of Nx is ∼60% and the accuracy is ∼81%.

6 Conclusion

Great predictive power comes with great privacy
risks. The success of language models enables in-
ference attacks. There are only a few works in
differentially private (DP) text sanitization, proba-
bly due to its intrinsic difficulty. A new approach
addressing the (inherent) limitation (e.g., in gener-
ality) of existing works is thus needed.

Theoretically, we formulate a new LDP notion,
UMLDP, which considers both sensitivity and sim-
ilarity. While it is motivated by text analytics, it re-
mains interesting in its own right. UMLDP enables
our natural sanitization mechanisms without the

curse of dimensionality faced by existing works.
Practically, we consider the whole PPNLP

pipeline and build in privacy at the root with
our sanitization-aware pretraining and fine-tuning.
With our simple and clear definition of sensitivity,
our work already achieved promising performance.
Future research in sophisticated sensitivity mea-
sures will further strengthen our approach.

Surprisingly, our PPNLP solution is discerning
like a cryptographic solution: it is kind (maintains
high utility) to the good but not as helpful to the bad
(not boosting up inference attacks). We hope our re-
sults with different metrics for quantifying privacy
can provide more insights in privacy-preserving
NLP and make it accessible to a broad audience.
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A Supplementary Formalism Details

A.1 Definition of ULDP

Definition 4 ((VS ,VP , ε)-ULDP (Murakami and
Kawamoto, 2019)). Given (VS = VP ) ⊆ V , a
privacy parameter ε ≥ 0,M satisfies (VS ,VP , ε)-
ULDP if it satisfies the properties:
i) for any x, x′ ∈ V and any y ∈ VP , we have

Pr[M(x) = y] ≤ eε Pr[M(x′) = y];

ii) for any y ∈ VU , there is an x ∈ VN such that

Pr[M(x) = y] > 0; Pr[M(x′) = y] = 0 for x 6= x′.

A.2 Differential Privacy Guarantee

Proof of Theorem 1. Consider L = 1, i.e., D =
〈x〉. For another document D′ with x′ ∈ V \ {x}
and a possible output y ∈ V:

Pr[M(x) = y]

Pr[M(x′) = y]

=
Cx · e−

1
2
ε·deuc(φ(x),φ(y))

Cx′ · e−
1
2
ε·deuc(φ(x′),φ(y))

=
Cx
Cx′
· e

1
2
ε·[d(x′,y)−d(x,y)]

≤ Cx
Cx′
· e

1
2
ε·d(x,x′)

=

∑
y′∈V e

− 1
2
ε·d(x′,y′)∑

y′∈V e
− 1

2
ε·d(x,y′)

· e
1
2
ε·d(x,x′)

≤e
1
2
ε·d(x,x′) · e

1
2
ε·d(x,x′) = eε·d(x,x

′)

The proof, showing SANTEXT ensures ε · d(x, x′)-
LDP, mainly relies on the triangle inequality of d.
To generalize to the case of L > 1, we sanitize
every token xi in D independently, and thus:

Pr[M(D) = D̂] =

L∏
i=1

Pr[M(xi) = yi].

Then, for any D,D′, the privacy bound is given as

Pr[M(D) = D̂]

Pr[M(D′) = D̂]
≤ eε·

∑L
i=1 d(xi,x

′
i),

which follows from the composability.

Proof of Theorem 2. Consider the case L = 1 with
D = x and D′ = x′. For x, x′ ∈ VS , the output y
is restricted to VP , with the proof identical to the
above theorem (as SANTEXT is run over VS ,VP ).

For x, x′ ∈ VN and y ∈ VP , we have

Pr[M(x) = y]

Pr[M(x′) = y]
=

p · Cx · e−
1
2
ε·deuc(φ(x),φ(y))

p · Cx′ · e−
1
2
ε·deuc(φ(x′),φ(y))

≤ eε·d(x,x′).

For x ∈ VS , x′ ∈ VN , and y ∈ VP , we have

Pr[M(x) = y]

Pr[M(x′) = y]
=

Cx · e−
1
2
ε·deuc(φ(x),φ(y))

p · Cx′ · e−
1
2
ε·deuc(φ(x′),φ(y))

≤ 1

p
· eε·d(x,x′) = eε·d(x,x

′)+ε0 .

The probability for x ∈ VN is (1−p). The above
inequalities thus show that SANTEXT+ ensures
the properties of UMLDP. Similarly, we use the
composability to generalize for L > 1.

A.3 Qualitative Observations

Below, we focus on SANTEXT sanitizing a single
token x. We first make two extreme cases explicit.
(1) When ε = 0, the distribution in Eq. (1) becomes
Pr[M(x) = y] = 1

|V| ,∀y ∈ V . SANTEXT is
perfectly private since y is uniformly sampled at
random, independent of x. Yet, such a y does not
preserve any information of x.
(2) When ε → ∞, we have Pr[M(x) = x] �
Pr[M(x) = y], y ∈ V \ {x}. Pr[M(x) = x]
dominates others since d(x, x) = 0 and d(x, y) >
0. This loses no utility as x almost stays unchanged,
yet provides no privacy either.

For a general ε ∈ (0,∞), the distribution has full
support over V , i.e., we have a non-zero probability
for any possible y ∈ V such thatM(x) = y. Also,
given y, y′ ∈ V with d(x, y) < d(x, y′), we have
Pr[M(x) = y] > Pr[M(x) = y′]. As ε increases,
Pr[M(x) = y] for the y’s with large d(x, y) goes
smaller (and even approaches 0). This means that
the output distribution becomes “skewed,” i.e., the
outputs concentrate on those y’s with small d(x, y).
This is good for utility, which stems from the se-
mantics preservation of every token. On the con-
trary, too much concentration weakens the privacy.

For SANTEXT+, the above results directly apply
to the case x ∈ VS (as SANTEXT is run over VS
and VP ). There is an extra p determining whether
a x ∈ VN is mapped to a y ∈ VP . If so, the results
are similar except with an extra multiplicative p. A
larger p leads to stronger privacy as the probability
(1− p) of x being unchanged becomes smaller.
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Dataset: SST-2

Mechanisms ε
Original Text:
it ’s a charming and often affecting journey .

SANTEXT

1 heated collide. charming activity cause challenges beneath tends
2 worse beg, charming things working noticed journey basically
3 all ’s. charming and often already journey demonstrating

SANTEXT+
1 it unclear a charming and often hounds journey
2 it exaggeration a charming feelings often lags journey .
3 it ’s a tiniest picked often affecting journey .

Dataset: QNLI

Mechanisms ε

Original Text:
When did Tesla move to New York City?
In 1882, Tesla began working for the Continental Edison Company in France,
designing and making improvements to electrical equipment.

SANTEXT

1
43 trapper Gaga MCH digest sputtering avenged Forced Laborers
Homage Ababa afer psychic 51,000 intercity lambasting nightmare–confederate Frontier
Britian Manor Londres shards pilot Mining faster alone Thessalonica Bessemer Lie Columbus

2
blame least ethos did tenth ballot Condemnation critical filmed
In 1883 3200 Conversion pushing 7:57 enabling Town stamp Time downwards Peterson France,
GSA emulating addresses appealing 47.4 electrical pull refreshing

3
Wave did Tesla It way Dru Tully breaking?
Tupelo 1875, Tesla began escaped for announcing Continental Edison Company in France
However designing and making improvements to electrical Chongqing add

SANTEXT+
1

Rodgers did Sung move to New plantation City ?
In K. innumerable Gunz began working sliding the Sultans Edison Company structured France
beaching designing disseminate making tribunals to lackluster equipment 40-foot

2
vaults did Tesla chunks introduces Teknologi Eyes City ?
In 866 , Tesla began working for the Analytical Edison Company Butterfly France ,
designing Sias siblings Noting circumventing electrical orient .

3
When did Tesla guideline to New York City ?
In 1885 , Tesla MG working for the Continental Edison Company in France ,
translating and dreamed improvements ascertain electrical lookout .

Table 4: Qualitative examples from the SST-2 and QNLI datasets: Sanitized text by our mechanisms at different
privacy levels based on GloVe embeddings

B Qualitative Examples

Table 4 shows two examples of sanitized texts out-
put by SANTEXT and SANTEXT+ at different pri-
vacy levels from the SST-2 and QNLI datasets.

C Supplementary Related Works

Privacy is a practically relevant topic that also poses
research challenges of diverse flavors. Below, we
discuss some “less-directly” relevant works, show-
casing some latest advances in AI privacy.

Cryptographic Protection of (Text) Analytics.
There has been a flurry of results improving
privacy-preserving machine-learning frameworks
(e.g., (Lou et al., 2020)), which make use of cryp-
tographic tools such as homomorphic encryption
and secure multi-party computation (SMC) for gen-
eral machine/deep learning. These cryptographic
designs can be adapted for many NLP tasks in prin-

ciple. Nevertheless, they will slow down computa-
tions by orders of magnitude since cryptographic
tools, especially fully homomorphic encryption,
are generally more heavyweight than the DP ap-
proaches. One might be tempted to replace cryp-
tography with ad hoc heuristics. Unfortunately, it
is known to be error-prone (e.g., a recently pro-
posed attack (Wong et al., 2020) can recover model
parameters during “oblivious” inference).

A recent trend (e.g., (Wagh et al., 2021)) relies
on multiple non-colluding servers to perform SMC
for secure training. However, SMC needs multiple
rounds of communication. It is thus more desirable
to have a dedicated connection among the servers.

Albeit with better utility (than DP-based de-
signs), cryptographic approaches mostly consider
immunity against membership inference (Shokri
et al., 2017) to be out of their protection scope since
DP mechanisms could be applied over the training



3866

data before the cryptographic processing.
There is a growing interest in privacy-preserving

analytics in the NLP community too. Very recently,
TextHide (Huang et al., 2020) devises an “encryp-
tion” layer for the hidden representations. Unfortu-
nately, it is shown to be insecure by cryptographers
and privacy researchers Carlini et al. (2020a).

Hardware-Aided Approaches. GPU can com-
pute linear operations in a batch much faster than
CPU. Nevertheless, we still need a protection mech-
anism in using GPU, another protection mechanism
for the non-linear operations, and their secure in-
tegration. In general, utilizing GPU for privacy-
preserving machine-learning computations is non-
trivial (e.g., see (Ng and Chow, 2021) for an ex-
tended discussion).

To exploit the parallelism of GPU while mini-
mizing the use of cryptography, one can resort to a
trusted processor (e.g., Intel SGX) for performing
non-linear operations within its trusted execution
environment (TEE) Note that one still needs to
use cryptographic protocols to outsource the linear
computation to (untrusted) GPU. Slalom (Tramèr
and Boneh, 2019) is such a solution that supports
privacy-preserving inference. Training is a more
challenging task that was left as an open challenge.
Recently, it is solved by Goten (Ng et al., 2021).
Notably, both works are from cryptographers but
also get recognized by the AI community.

Finally, we remark that the use of TEE is not
a must in GPU-enabled solutions. For example,
GForce (Ng and Chow, 2021) is one of the pioneer-
ing works that proposes GPU-friendly protocols
for non-linear layers with other contributions.


