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Abstract

Abstractive neural summarization models
have seen great improvements in recent years,
as shown by ROUGE scores of the gener-
ated summaries. But despite these improved
metrics, there is limited understanding of
the strategies different models employ, and
how those strategies relate their understand-
ing of language. To understand this bet-
ter, we run several experiments to character-
ize how one popular abstractive model, the
pointer-generator model of See et al. (2017),
uses its explicit copy/generation switch to con-
trol its level of abstraction (generation) vs ex-
traction (copying). On an extractive-biased
dataset, the model utilizes syntactic bound-
aries to truncate sentences that are otherwise
often copied verbatim. When we modify the
copy/generation switch and force the model
to generate, only simple paraphrasing abili-
ties are revealed alongside factual inaccura-
cies and hallucinations. On an abstractive-
biased dataset, the model copies infrequently
but shows similarly limited abstractive abili-
ties. In line with previous research, these re-
sults suggest that abstractive summarization
models lack the semantic understanding neces-
sary to generate paraphrases that are both ab-
stractive and faithful to the source document.

1 Introduction

Recent years have seen great improvements in “ab-
stractive” summarization models — models that not
only concatenate text from the source document,
but can additionally paraphrase to generate sum-
mary text. Once limited to sentence compression
(Rush et al., 2015), abstractive models now gen-
erate multi-sentence summaries (See et al., 2017),
even for relatively long documents (Cohan et al.,
2018). However, extractive models and mixed mod-
els with significant extractive components continue
to show strong performance, and the extent and
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manner in which abstraction is used by summariza-
tion models is not well understood.

Previous work has raised concerns about whether
models are able to paraphrase in ways that lead to
better summaries. Abstractive models often gen-
erate summaries that are either ungrammatical or
unfaithful to the source document (Maynez et al.,
2020; Durmus et al., 2020; Kryscinski et al., 2020)
and are prone to repetition in their outputs (See
et al., 2019; Holtzman et al., 2020). These issues
raise questions about how neural summarizers gen-
erate novel text. Abstractive summarization is dif-
ferentiated from extractive summarization by the
model’s ability to paraphrase, but paraphrasing abil-
ity is not directly measured by popular metrics,
leading to a lack of understanding of the genera-
tive process. Some previous research has aimed
to alleviate these issues in evaluation: Zhang et al.
(2018a) propose evaluating summaries with human
evaluations of informativeness and coherence, and
Ganesan (2018) implements a metric to reward
models that paraphrase via simple synonym substi-
tutions according to WordNet. However, synonym
substitution is just one form of paraphrasing, and
truly abstractive models should be capable of more
complex paraphrasing strategies.

To understand how abstraction manifests in neu-
ral summarization models, we study a model that
has an explicit abstraction/extraction switch, the
pointer-generator model of See et al. (2017). The
training objective of this model causes it to choose
the best summarization strategy (abstractive vs ex-
tractive) in different contexts, permitting us to de-
termine the environments where abstractive sum-
marization is an effective summarization strategy.
First, we show how the switch varies across a full
summary and is influenced by the decoder’s copy
and generation distributions. Next, we present a be-
havioral probe of the abstraction/extraction switch,
to observe how the switch reacts to lexical, struc-
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tural, and distributional information as it decodes
a summary. Finally, we modify the switch value,
forcing more frequent paraphrase generation during
decoding, revealing the limits of the model’s para-
phrasing capabilities. Ultimately, we find across
both the CNN/DailyMail and XSum datasets that
the model’s abstractive capabilities are limited; the
model understands how to identify and combine
constituents from the source text in a grammatical
fashion, but lacks the semantic understanding re-
quired to produce grammatical, faithful and mean-
ingful paraphrases.

2 Model
2.1 The Pointer-Generator Model

We study the pointer-generator model released by
See et al. (2017), which uses an explicit switch,
Deen» that blends abstractive and extractive summa-
rization strategies. We briefly review the pointer-
generator model here; for more details, see the
original paper of See et al. (2017).

The final output distribution for a particular word
in the summary P(w) is a weighted sum of the
generation distribution and the copy distribution,
weighted by pgen and 1 — pgen, respectively. This
is described by Equation 9 in See et al. (2017),
modified for clarity here:

P(w) = pgenPyocab(w) + (1 — pgen) Peopy (w) (1)

Pyocan(w) is the generation distribution over the
model’s vocabulary, and Peopy (w) is the copy dis-
tribution over the tokens in the source document.
The pgen switch explicitly weights the influence
of the generation and copy mechanisms on P(w).
For each time step ¢, pgen is a function of the con-
text vector hy, the decoder state s; and the decoder
input x4,

Pgen = 0(5}7;; h;fk + 53315 + 5§xt + /Bptr) 2)
where ¢ is the sigmoid function and 6;@, ds, Og
and By are learned parameters.

See et al. (2017) also use a coverage mechanism
aimed at reducing repetition, defining the coverage
vector ¢! as

t—1
¢ = Popy(un) 3)
t'=0

which is passed as another input to the attention
mechanism.

2.2 Data

We  analyze  pointer-generator  behavior
when trained on an extractive-biased dataset,
CNN/DailyMail, and on an abstractive-biased
dataset, XSum. The CNN/DailyMail dataset
is made up of multi-sentence summaries of
news articles from CNN and Daily Mail. XSum
(Narayan et al., 2018) is a summarization dataset
that uses the first sentence of a news article as
a summary of the article. The dataset treats the
remainder of the article as the source document.
As a result, the summaries are both shorter and
more difficult to copy from the source document,
compared to the CNN/DailyMail dataset.

2.3 Training

Our experiments on CNN/DailyMail use the
trained model released by See et al. (2017), which
includes the coverage mechanism described above.
We decode summaries on the test set of at most 120
tokens using beam search with beam width 4, as
in the original paper. For XSum, we trained our
own model on the XSum training partition, using
the code released by See et al. (2017).!

Like Narayan et al. (2018), we do not include the
coverage mechanism for the XSum model. When
coverage is used for the XSum model, ROUGE
scores (Lin, 2004) slightly decrease, and the pro-
duced summaries contain more severe hallucina-
tions. However, adding coverage does “fix”” some
degenerate summaries that produce the same se-
quence of tokens repeatedly — see Appendix B for
an example.

For both datasets, in addition to the output sum-
maries, we record the value of the pge, switch for
each emitted token, as well as the generation distri-
bution and the copy distribution at each time step.

3 Experiments

In Section 3.1 we qualitatively analyze the evolu-
tion of the per-token pge, and uncertainty in the ex-
tractive/abstractive components over the course of
randomly selected summaries. Section 3.2 provides
quantitative evidence of our observations across
the full test sets, by modeling the lexical, structural,
and distributional (Pyocab and FPeopy) environments
that drive the variability of the pge, switch.
Finally, in Section 3.3 we manipulate pge, of
the CNN/DailyMail model to generate summaries

!Code and full replication details are available at
https://github.com/mwilbz/pointer-generator-analysis.
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Figure 1: (Top) Correlation contributions CC(pgen, Hgen) (green) and CC(pgen, Heopy) (purple) for a randomly-
sampled summary. (Bottom) Bar plot of per-token pge, (orange), and entropy of the generation distribution (green)

and copy distribution (purple) for the same summary.

that are more abstractive than those of the base
model, in order to disentangle any abstractive be-
havior from abstractive capabilities, finding that
the model’s abstractive capabilities are largely lim-
ited to lexical paraphrases, and that forcing the
model to generate more novel text yields unfaithful
summaries.

3.1 Token-level Analysis
3.1.1 Model

The pgen switch explicitly tells us how much weight
is assigned to the generation and copy distributions.
See et al. (2017) make qualitative claims about the
environments where pgen is highest: “We find that
Deen 18 highest at times of uncertainty such as the
beginning of sentences, the join between stitched-
together fragments, and when producing periods
that truncate a copied sentence.” In this section, we
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evaluative these observations on randomly selected
summaries generated with each model.

We quantify the notion of “uncertainty” from See
et al. (2017) using information-theoretic entropy
(Shannon, 1948) of the distribution that predicts
the next word w; of a generated summary:

Hg(w;) = Ep, [—log Py(w;)] - 4

where Fj is the predictive distribution over the
model vocabulary Vj at a given time step. In our
experiments, we use normalized entropy, which
divides the equation above by log, |Vp|, to limit
the domain to [0, 1] regardless of the vocabulary
size. We calculate model-internal entropies Hgey
and Hqpy by setting Py equal to Pyocap and Preopy,
respectively.

Given the entropy of the copy and generation
distributions at each decoder time step, we investi-
gate the relationship between pgen, Hgen, and Heqpy
by calculating per-token correlation contributions.
Intuitively, correlation contribution measures how
much an individual token contributes to either pos-
itive or negative correlation between pge, and the
model entropies.

The Pearson correlation coefficient between two

sequences X = [Z1,...,%,] andy = [y1, ..., Yn]
can be written as

IRV S T2 E) DA (e

We calculate the correlation contribution of the pair
(z4,y;) at index i to be

_ n(zi — T)(yi — )

Vi (@ — 1) 00 (yi — 9)?
Note that the correlation between x and y is equal
to the average of CCy,CCo, ..., CC,, but unlike

r, the correlation coefficient, each component CC;
is not bounded by [—1, 1].

CC; (6)

3.1.2 Results

Across the test splits, the Pearson correlation be-
twen peen and Hge, is —0.47 for CNN/DailyMail
and —0.55 for XSum. The correlation between
Peen and Hqpy i 0.12 for CNN/DailyMail and 0.54
for XSum. This suggests that the higher-certainty
(lower H) distribution is weighted more heavily
when combining the generation and copy distribu-
tions, since pgen is high when Hgey, is low, and low
when Hqpy is low.

Visualizing the correlation contributions across
a sentence helps us understand how individual to-
kens are decoded as a function of uncertainty in
the abstractive and extractive components of the
model. We randomly sample articles from each
dataset’s test split, and visualize the correlation con-
tributions for the generated summaries in Figure 1.
Additional examples may be found in Appendix A.

CNN/DailyMail: The tokens that correlate high
Dgen With low Hgep (high certainty in the abstractive
component) are frequently punctuation, and peri-
ods in particular. This punctuation appears to be
used to truncate sentences at a syntactic boundary,
a behavior we quantify in Section 3.2. The corre-
lation of high pge, and high Hopy (low certainty
in the extractive component) comes from tokens
including “has”, “managed”, “.”, and “sterling”;
all tokens that appear multiple times in the source
document. This suggests a possible role played by
generation to tie break when the copy distribution
has low certainty about which continuation to copy
next.

XSum: The XSum model uses the copy mech-
anism very infrequently; pgen is frequently large.
When pge,, is small, we tend to observe uncertainty
in the generative component and certainty in the
copy component, according to entropy measures.
In Figure 1, we see this happens when the proper
noun “‘smiler”, a rollercoaster name, is generated.
It also happens at the beginning of a quotation, in-
dicating that the model has learned that quotations
should be copied from the source document, rather
than generated.

Opverall, we see a strong contrast in pge, values
between the two models. On the extractive-biased
CNN/DailyMail dataset, the model learns to copy
frequently, generating where necessary to truncate
sentences. On the generative-biased XSum dataset,
the model acts nearly like a simple seq2seq model,
only infrequently using the copy mechanism for
the sake of proper nouns and quotations.’

3.2 Probing pgen

In the previous section, we made qualitative ob-
servations about the relationship between pge, and
model entropies, as well as the linguistic environ-
ments where pge, is highest. In this section, we

“This can also be seen in the contrasting gaps between the
seq2seq and pointer-generator ROGUE scores reported by See
et al. (2017) and Narayan et al. (2018). The former sees a
9-point gap in ROUGE-1, while the latter reports a 1-point

gap.
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quantify these relationships by predicting pgen With
a linear model of lexical, syntactic and distribu-
tional factors.

3.2.1

In this section, we describe the four feature sets we
use to model pge,. These include model-internal
entropy measures from the See et al. (2017) sum-
marizer, model-external entropy measures derived
from pretrained language models, structural fea-
tures derived from syntactic parses of summaries,
and part-of-speech tags.

Summarization model entropies: We use
Hgen and Hpy as features, hypothesizing, like See
et al. (2017), that the uncertainty in the copy and
generation distributions will have a significant ef-
fect on pgen.

Language model entropies: We also use en-
tropy from three types of language models with
varying degrees of lexical and structural expres-
siveness: a trigram model,? a top-down incremen-
tal constituency parser (Roark, 2001; Roark et al.,
2009), and a unidirectional recurrent neural lan-
guage model (van Schijndel et al., 2019). These
models allow us to directly measure how much
Peen may be influenced by lexical, syntactic, and
distributional uncertainty in the generated summary
independent of the summarization objective.

Structural Features: The summarization
model may also condition its decision to copy
or generate on the current syntactic environment.
While pointer-generator models do not explicitly
model syntax, they may exhibit some implicit syn-
tactic knowledge, such as the ability to identify and
copy whole constituents. As mentioned above, See
et al. (2017) claim that pge, is high at the “the join
between stitched-together fragments.” Structural
features allow us to quantify this, seeing whether
the model has learned to prefer copying or genera-
tion in particular syntactic environments.

We incorporate two structural measures into our
model: the root distance of word w;, denoted as
Doot(w; ) and the edge distance between word w; 1
and w;, denoted as Degge (wi—1,w;). These mea-
sures are calculated on parse trees of generated
summaries.* Root distance is the distance in the
parse tree from the current word to the root node,

Model Features

3 A Kneser-Ney trigram model trained on 5.4m tokens of
the articles from the training partition of the summarization
dataset.

“Parses and part of speech tags are generated by the top-
down constituency parser.

and corresponds to the depth of the word in the
parse tree. This measure will tell us if there is an
association between depth in the tree and the deci-
sion to copy or generate. Edge distance is the num-
ber of intervening edges between the current and
previous word in the summary. Edge distance will
be smaller within a constituent than across two con-
stituents. This measure allows us to test whether
the decision to copy or generate is associated with
the size of the syntactic boundary between words.
Part of Speech: In addition to structure, the
summarization model may condition its decision
to copy or generate on the syntactic category of
the most recently generated word. For example,
in our preliminary qualitative observations of the
CNN/DailyMail model, we found that pge, was
higher when decoding punctuation, main verbs and
conjunctions. To test the association between part-
of-speech and pge, formally, we include the part-
of-speech label of the current word in our model.

3.2.2 CNN/DailyMail Results

We predicted pgen using four single feature-set lin-
ear models, and a single linear model including all
features. We conducted ANOVA tests on all com-
binations of nested models, and found that each set
of features significantly improves the pge, model
(all p < 0.00001; see Table 1).

Entropies: The coefficients for the model-
internal entropy measures Hgen and Heopy intu-
itively indicate that as uncertainty in the generation
distribution increases, the model is less likely to
generate, and as uncertainty in the copy distribution
increases, the model is less likely to copy; these
relationships were previously explored in Section
3.1.

The three language model entropy estimates are
significantly associated with pge,. However, the
coefficients are all very small and this feature set in-
dividually does the poorest job of explaining pgen's
variance of all the sets we analyzed. This could
be due to the fact that, with the exception of the n-
gram model, the language model entropy estimates
come from different training data than the summa-
rization model. Regardless, while language model
entropies significantly improved pge, prediction,
the other feature sets showed a much stronger rela-
tionship with pgeqy. Therefore we do not focus on
language model entropies in subsequent sections.

Structural Features: Both structural features
are significantly associated with pgen. A model fit
using only Degge and Dyoor €xplains 20% of peen’s
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Feature Set Feature 5

Summ. Model Entropies Hien -0.052
(R?=0.274) Heopy 0.035
LM Entropies Hist™m 0.009
(R? = 0.140) Harser 0.003

Hogram 0.009

Structural Features Degge (wi—1,w;)  0.018
(R? =0.204) Dot (w;) -0.031
$ -0.130

UH -0.118

# -0.116

Part of Speech NNP -0.111
(R* =0.593) WRB 0.156
: 0.254

, 0.269

) 0.636

Full Model R%: 0.648

Table 1: Table of slope coefficients /5 in the full lin-
ear model of pge, in the CNN/DailyMail model. Re-
ported below the name of the feature set is the adjusted
R? of a model fit only to that feature set. The eight
part of speech tags with the largest magnitude 3 are
reported. All reported 3 are significant via t-test (all
p < 0.00001).

variance (R? = 0.204). Edge-distance is positively
associated with pge,, meaning the larger the syn-
tactic boundary between the previous and current
word, the more likely the summarization model is
to generate. This provides evidence that the model
has some knowledge of syntactic boundaries, and
uses the generation component as a means of join-
ing together clauses, in line with the observations
of See et al. (2017). We also find that distance to the
root node of the parse is negatively associated with
Peen- This means that words which are higher in
the parse tree are more likely to be generated than
copied. Conversely, this means that generated com-
ponents are unlikely to be associated with complex,
deeply nested phrasing, suggesting the generation
component only produces simple shallow sub-
stitutions rather than structurally complex para-
phrases or even simple substitutions that modify
structurally complex copied elements.
Part-of-Speech: The part of speech tags with
the highest negative association with pey, (i.€. those
most likely to be copied) are $ (currency symbols),
UH (interjection), # (pound symbol), followed by
NNP (singular proper nouns). These results are
perhaps unsurprising, as interjections and proper
nouns are difficult to paraphrase and are often out-
of-vocabulary in the generation component of the
summarization model. $ and # serve as prefixes to
numerical values which cannot be faithfully para-
phrased and therefore should be copied directly

Distribution of p,

% tokens
=
1

0.50 075 1.00
Pgen

&
= -
=
=
[
o

other tokens . sentence-final punctuation

Figure 2: Distribution of pg, across all tokens in the
test split of the CNN/DailyMail corpus. Sentence-final
punctuation makes up 5% of tokens in the dataset,
which accounts for 22% of pge,’s mass

from the source text. The tag for a cardinal number
(CD) also has a relatively strong negative correla-
tion with pgen (8 = -0.088).

The part-of-speech tags with the highest positive
association with pge, (i.e. those most likely to be
generated) are ““.” (sentence-final punctuation), “,”
(comma), “:” (colon), and WRB (wh-adverbs, such
as “where” or “when”). All of these categories can
link two clauses or complete sentences, consistent
with the “stitching” hypothesis of See et al. (2017).

The mean pge, value of all tokens in the test
dataset was 0.204, while the mean pge, value for
sentence-final tokens was 0.915. Further inspection
of the pgey distribution reveals a cluster of outliers
at pgen = 1.0. Figure 2 shows the distribution of pgeq
values. We find that, of all tokens with pgep, > 0.95,
92.1% are sentence-final punctuation. Despite mak-
ing up 5% of all tokens, periods account for 22.1%
of the total mass of pge, in the dataset. This sug-
gests that sentence final punctuation is entirely con-
trolled by the generation distribution. Additionally,
we find that of all 5-grams in generated-summaries
ending with sentence-final punctuation, 52% are
also present in the article text, compared to 12%
in the reference summaries. Despite the large pgen
values exhibited by sentence-final punctuation, the
model only generates punctuation in novel con-
texts less than half of the time, suggesting that
even when the model heavily utilizes its genera-
tive component, it essentially generates a copy
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of the source text.

Our explanatory model of pge, shows that model
entropy, syntactic depth, syntactic boundary size,
and part-of-speech are associated with pgen. The
strongest predictor of pge, is the part-of-speech of
the current word, with copying most strongly asso-
ciated with numbers, number prefixes and proper
nouns, and generation most strongly associated
with punctuation. We find that sentence-final punc-
tuation is handled almost entirely by the genera-
tive component of the model, despite the fact that
sentence-final punctuation occurs in novel contexts
less than half of the time.

3.2.3 XSum Results

Overall, we find that the variance of pge, in the
XSum model is well explained by model-internal
entropy, and relatively poorly explained by lin-
guistic features. We believe this is driven by the
categorically different behaviors of each model.’
While the CNN/DailyMail model only uses the
generative component to join together copied con-
stituents, the generative component dominates the
XSum model’s behavior. The mean pge, value
across all tokens in the XSum dataset was 0.828,
compared to 0.204 in the CNN/DailyMail dataset.
While the structural features Degge (w;—1, w;) and
Droot(w;) explained 20.4% of the variance of pgen
in the CNN/DailyMail model, these features only
explain 4.9% of the variance in the XSum model.
Part of speech also does a poorer job of explain-
ing the variance in XSum’s pge,. While part of
speech explains 59.3% of the variance of pge, in
the CNN/DailyMail model, part of speech tags only
explain 23.0% in the XSum model.

While the CNN/DailyMail model assigned an
abnormally high pge, value to punctuation, we do
not observe this behavior in the XSum model. The
CNN/DailyMail model appeared to make use of
the “.”, “:” and “,” tokens to join together copied
sentences, but none of these tokens are a significant
predictor of pgep in the XSum model. This suggests
that the XSum model does not use the generation
distribution to connect copied clauses.

While the XSum model appears not to use the
copy and generation distributions in the same way
as the CNN/DailyMail model, we still observe
some clear and intuitive associations between part
of speech tags and pge,. In particular, the XSum
model appears to use the copy distribution to handle

5The full table of model coefficients can be found in Table
5 of Appendix C.

words which are likely to be out-of-vocabulary for
the generation distribution. For example, singular
and plural proper nouns, interjections and foreign
words (NNP, NNPS, UH, and FW respectively) are
associated with low values of peen (copying), while
all types of verbs are associated with large values
of pgen (generation).

We conclude that the CNN/DailyMail model pri-
marily makes use of lexical and syntactic infor-
mation such as clause boundaries and punctuation
to modulate between copying and generation. By
contrast, the XSum model primarily relies on the
generation distribution, and backs off to the copy
distribution at times of high generation uncertainty
or high copy certainty, such as when copying a
quote or a proper hame.

3.3 Modifying pgen
3.3.1 Model

Taking advantage of the smooth interpolation be-
tween the generation and copy distribution, we ex-
periment with forcing the CNN/DailyMail model
to be more abstractive. This, we expect, will allow
us to differentiate between the abstractive behavior
we observe in the model summaries and the ab-
stractive capabilities that the model may have but
which it only uses infrequently in practice. We do
so by artificially modifying pge, during decoding.
If pmin € [0, 1] is a parameter that represents the
minimum value of pge, wWe allow, we then modify
Dgen as follows:

p;en = Pmin + (1 - pmin)pgen )

This may be viewed as a linear interpolation from
the range [0,1] to [Pmin, 1] AS Pmin grows, the
model is forced to rely more heavily on the genera-
tion distribution rather than the copy distribution.®

3.3.2 Results

We use the same randomly sampled articles used in
Section 3.1.7 Generated summaries for Pmin Values
in [0, 0.25,0.50, 0.75, 1.0] can be found in Table 2.

Consistent with previous studies, we find that
the model is effective at producing grammatical
output. At small values of pgep, the model mostly
copies sentences verbatim, but shows the ability to
cut a sentence short in a grammatical manner. For
example, “raheem sterling has admitted he is not

®We do not run this experiment on the XSum model be-
cause it already usually has a large pgen.

"We see similar patterns in other randomly-sampled sum-
maries, shared in Appendix B.
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Article Text: raheem sterling has admitted he is not ready to sign a new contract at liverpool deal despite being offered a
# 100,000-a-week deal to stay with the merseyside club . the 20-year-old wideman edged closer towards an anfield exit
after revealing in an interview with the bbc on wednesday that he would have signed for a lot less a year ago . however ,
despite being one of liverpool ’s star men , sterling has struggled to repeat the impressive form he showed for the reds last
season . the england international has managed just six goals this season - one less than stoke frontman jon walters - while
his conversion rate and minutes per goal ratio have worsened as the graphic below shows . raheem sterling has managed
just six goals this season - one less than stoke forward jon walters -Irb- left -rrb- .

Reference: raheem sterling has revealed he is not ready to sign a new liverpool deal . the reds wideman has struggled to
repeat last season’s impressive form . the 20-year-old liverpool star has managed just six goals this season . read: sterling
insists he is not a 'money-grabbing 20-year-old’ sterling: what he said about contract talks... and what he meant . click
here for the latest liverpool news .

Pmin = 0: raheem sterling has admitted he is not ready to sign a new contract . the england international has managed just
six goals this season . sterling has managed just six goals this season - one less than stoke forward jon walters .

Pmin = 0.25: raheem sterling has admitted he is not ready to sign a new contract . the england international has managed
just six goals this season . the england international has managed just six goals this season .

Pmin = 0.50: raheem sterling has admitted he is not ready to sign a new contract . the england international has managed
just six goals this season . the england international has managed just six goals this season .

Pmin = 0.75: raheem sterling has admitted he is not ready to sign a new deal . the 20-year-old has scored just six premier
league goals this season . the 20-year-old has scored just three goals this season .

Pmin = 1: man utd face manchester city in the premier league on saturday . the striker has scored just four premier league
goals this season . the 19-year-old has scored just three goals this season . click here for all the latest premier league news .

Table 2: Summaries generated for the same randomly selected article with varying values of pn,. Differences
from the base model summary are highlighted in blue, while non-faithful text is highlighted in red.

ready to sign a new contract at liverpool deal...” is
shortened to “raheem sterling has admitted he is
not ready to sign a new contract.”

At greater values of pgen, the model continues
sentences in a consistent fashion despite substi-
tuting nouns or verbs at the beginning or mid-
dle of the sentences. For example, “sterling has
managed just six goals...” at ppin = 0 becomes
“the 20-year-old has scored just six premier league
goals” at pmin = .75. However, we do not observe
significant paraphrasing beyond these simple sub-
stitutions, and at high values of pp,,, where the
model is forced to rely heavily on the generation
distribution, we begin to observe hallucinations
where the model inserts inaccurate information
about the player’s age and the number of goals
scored. When pn;, = 1, the model generates a
completely hallucinated sentence, “man utd face
manchester city in the premier league on saturday”
and a non-informative advertisement “click here
for all the latest premier league news.”

4 Discussion

Understanding the limitations preventing abstrac-
tive summarization models from paraphrasing ef-
fectively is our ultimate aim, but answering that
question requires an understanding of current mod-
els’ abstraction capabilities. In this paper, we ana-
lyze the abstractions of which the pointer-generator
model (See et al., 2017) is capable.

When trained on CNN/DailyMail, we find that
sentence truncation is the most common form of

paraphrasing. Punctuation tokens are associated
with high generation rates and low entropy in the
generation distribution. Additionally, high pge, of-
ten results in generating the token that comes next
in a phrase already being copied verbatim, suggest-
ing that high pge, merely gives the model the op-
tion to generate novel text, but that the model rarely
makes use of it. Artificially increasing pge, does
not significantly change this behavior, introducing
increased rates of synonym substitution as well as
increased rates of non-faithful hallucination.

When trained on XSum, the model makes much
less use of the copy mechanism, largely generat-
ing novel text with a few exceptions, including the
copying of proper nouns and parts of quotations.
The model generally produces topical summaries,
but ones that aren’t necessarily grammatical or
faithful to the original article. For example, the ran-
domly selected summary used in Figure 1 repeats
itself and wanders, “... on the smiler rollercoaster
on the smiler rollercoaster in the south west 200
years ago as ‘phenomenal”’. This comes after a hal-
lucination, “firefighters are continuing to search for
aman” even though the article describes the rescue
from the rollercoaster crash in the past tense. We
hypothesize that the phrase “firefighters are contin-
uing to search” is a relatively common phrase in
news articles that the model learned from the train-
ing data. Such frequency biases likely contribute to
the faithfulness issues in abstractive summarizers
reported in previous literature.

Our results give context to previous observations
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that summarization model unfaithfulness increases
with abstraction (Maynez et al., 2020; Durmus
et al., 2020; Kryscinski et al., 2020) and that ab-
stractive models are prone to output repetition (See
et al., 2019; Holtzman et al., 2020). To faithfully
paraphrase, a model must understand both the syn-
tax and the semantics of the original text. The
models we studied were able to recognize syntactic
boundaries, proper nouns, and noun phrases that
could be substituted with synonyms. However, the
models didn’t appear to comprehend the meaning
of the text well enough to generate faithful com-
plex paraphrases. This is unacceptable in high-risk
domains such as healthcare; Zhang et al. (2018b)
train a model to summarize radiology findings, but
only 67% of their summaries are judged at least
as good as human summaries, in a domain where
errors can have a major impact on human lives.

In our work, the explicit switch between ab-
stractive and extractive modes enabled us to di-
rectly observe the conditions under which abstrac-
tive summarization was chosen as a strategy, and
to force an abstractive summarization strategy to
disentangle paraphrasing behavior from capabili-
ties. We found that the See et al. (2017) model
trained on CNN/DailyMail did learn simple forms
of paraphrasing, despite the extractive bias of the
dataset. We conclude that pointer-generator mod-
els are capable of simple paraphrasing regard-
less of training data, even though they behave
in ways that rely on the frequency biases of the
training dataset. However, they also appear in-
capable of producing significant paraphrases that
are grammatical, non-repetitive, and faithful to
the source document. This suggests that using an
abstractive-biased dataset alone is not enough for
a model to learn robust and faithful paraphrasing
strategies. Rather, when trained on XSum, the
pointer-generator model seems to simply learn that
it should not copy from the source text. Future
work should investigate how either datasets or mod-
els can improve the training signal that allows the
model to understand the underlying semantics of
the source document.

Related to our work, Xu et al. (2020) studied the
summarization strategies of state-of-the-art trans-
former summarization models. Since their models
did not contain an explicit copy/generation switch,
they used n-gram overlap between source docu-
ments and summaries as a proxy to measure a sum-
mary’s “extractiveness.” They found a similar re-

sult to ours, that high n-gram overlap (“copying”)
corresponded to low entropy in the decoder’s out-
put distribution when the model was trained on
CNN/DailyMail.® Their findings suggest that our
results likely generalize to a much broader class of
summarization models than the pointer-generator
models studied here.

Finally, Liu and Liu (2010) found that ROUGE
metrics poorly correlate with human evaluations,
leading to recent models being evaluated with hu-
man judgements, but these evaluations often dis-
agree on what they are measuring, whether it is
faithfulness, informativity, or the unqualified “qual-
ity” of a summary (Zhang et al., 2018a, 2020; Dou
et al., 2020). Developing best practices on how ab-
stractive summarizers should be evaluated for their
paraphrasing ability is another problem we leave
for future work.

5 Conclusion

In this paper, we presented three experiments that
evaluate the abstraction capabilities of the pointer-
generator neural summarization model. Our results
conclude that on extractive training data, the model
uses only simple paraphrasing strategies that trun-
cate sentences at syntactic boundaries, allowing the
model to stay grammatically accurate as well as
faithful to the source document. We explore two
ways to make the model use abstractive summa-
rization strategies: modifying the model so that it
relies more heavily on its abstractive component,
and training a new model on an abstractive-biased
dataset. In both cases, the model shows simple
paraphrasing capabilities but frequently generates
unfaithful paraphrases. These results highlight
current limitations of abstractive summarization,
where in lieu of semantic understanding, models
must rely on extractive heuristics in order to stay
faithful.
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Appendix A. Additional Correlation Contribution Examples

This appendix includes additional examples of CC(pgen, Heen), the per-token correlation contributions for
randomly selected summaries.

0.5

0.0-

|
O  OWURWNHORNWRAUT

=

0.5

0.0-

Per-Word Contribution to Correlation of pgen and Hgen/Hcopy

CCi(pgen, Hgen)
—eo— CCilpgen, Heopy)

B pgen
 Hgen
B Heopy
[ el usC =75 TV OIS -9 [ s TV SO0 [ =t e 1 Vg UVNEITFOCVOE S-sonsgt-u -
23 .C'_gﬂ.:mm%m.g‘ g tE 3??503-5.:53022 _HW‘UE‘ _yoggg‘g 'E‘UV‘%.EEE gg*ﬂ%w”og:%o:g@ 3“&&30.!.{!‘2”5
B0 T 2TE0OcecH 8 TREYoL BERm Of £UCE T gosg LU0 Og 08Soovs>3 » Bgo ACSCcov5c
L 55 o4 t o"RS3 a N €0 T g 4 w® oy b Q8550077 =0 2gd 5 ¢
© o5 Sg z § vg 82 5 0w £ oFE fg g ots = oc =0 R
2 EQ ¢ g 9 @& S > o o 3 >a 5 3
> > 8 > ey o £ v el ©aQ )
» 8 o 1S c 1S had
= ﬂJ
— a
(a) CNN/DailyMail Example 2
Per-Word Contribution to Correlation of pgen and Hgen/Hcopy
—e— CCi(pgen, Hgen)
CCilpgen, Heopy)
BN pgen
N Hgen
BN Hcopy
[V~ QU>2TUCTE "0+ 0CT>TUVCTEEVNDUFTCL - TR TP e cOE QoW S VT UWND cUEE un
-C-Cgmmﬁﬂl-CO_tUE cﬁgmmﬁmco_cuE&ﬁc_:.Em-—t- E g momcgéawaawumm%-—c$‘0
CR=RCSVYEQE PO=poSu¥ el Eo0¥Ee 5 2 5 £Cew gE¥exss5” F2c
5909 25 Sf& 50 25 o g% g s o oz 25 >"ggFL 2 S
e ™ e ™ ° =] 8 £ o ES s g
Yo 1] [l T < ) [
o o
a a E o 5 £
£ 1

(b) CNN/DailyMail Example 3

Figure 3: Bar plot of per-token pge, and entropy of the generation distribution (purple) and copy distribution (blue),
plotted under correlation contributions CC(pgen, Hgen) (purple) and CC(pgen, Heopy) (blue) for a randomly-sampled
CNN/DailyMail test summaries.
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Figure 4: Bar plot of per-token pge, and entropy of the generation distribution (purple) and copy distribution (blue),

plotted under correlation contributions CC(pgen, Hgen) (purple) and CC(pgen, Heopy) (blue) for a randomly-sampled
XSum test summaries.
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Appendix B. Additional Summaries With Modified py,

This appendix contains additional examples of randomly selected summaries generated with modified
values of pin.

Article Text: gigi hadid ’s younger sister bella hadid is quickly catching up with her star sibling ’s phenomenal fashion
success , carving out an impressive career for herself within the industry . the 18-year-old , who is just 18 months younger
than blonde bombshell gigi , 19, stars in a powerful and provocative new shoot featured in the may issue of elle magazine
, which sees her modeling a series of risque and revealing ensembles . in one image , the dark-haired beauty poses in a
sheer fleur du mal lace bodysuit , with her arms thrown casually above her head . scroll down for video . it ’s good to be a
model : bella hadid models a tantalizing $ 895 fleur du mal lace bodysuit and $ 1,250 giuseppe zanotti boots . giuseppe
zanotti cowboy boots . on sale for $ 500 at 6pm ! visit site . she may be just 18 , but her sartorial sense goes far beyond
her years . and in her latest spread for elle magazine , bella hadid wore several risque pieces that you would n’t see on the
average teenager . but then again , the budding supermodel is n’t a normal teen [...]

Reference: bella, 18, is the younger sister of guess campaign star gigi hadid, 19 . the rising star poses in a series of
provocative outfits for the may issue of elle . fellow fashion favorite hailey baldwin also features in the issue, appearing in
her own separate shoot and interview .

Pmin = 0: the 18-year-old , who is just 18 months younger than blonde bombshell gigi , 19 , stars in a powerful and
provocative new shoot featured in the may issue of elle magazine , which sees her modeling a series of risque and revealing
ensembles . in her latest spread for elle magazine , bella hadid wore several risque pieces that you would n’t see on the
average teenager . but her sartorial sense goes far beyond her years .

Pmin = 0.25: the 18-year-old , who is just 18 months younger than blonde bombshell gigi , 19, stars in a powerful and
provocative new shoot featured in the may issue of elle magazine , which sees her modeling a series of risque and revealing
ensembles . in her latest spread for elle magazine , bella hadid wore several risque pieces that you would n’t see on the
average teenager .

Pmin = 0.50: the 18-year-old is just 18 months younger than blonde bombshell . she is just 18 months younger than
blonde bombshell gigi, 19 . she is just 18 months younger than blonde bombshell gigi .

Pmin = 0.75: the 18-year-old is just 18 months younger than blonde bombshell .she is just 18 months younger than blonde
bombshell . she is just 18 months younger than blonde bombshell . she is just 18 months younger than blonde bombshell .
Pmin = 1: the [UNK], 33, has been dating for three years . she is the daughter of [UNK] and [UNK] . she is the daughter
of [UNK] ’s daughter . her new album is priced at $ [UNK] -lrb- # [UNK] -rrb- .

Article Text: the owners of this house better not leave too quickly , after a speed camera was angled directly on their front
door . the bright yellow gatso had previously enforced the 30mph speed limit for motorists along the residential road in
handsworth , birmingham . however , it has not been working for two years after every single fixed device was switched
off in the west midlands . big brother is watching : a speed camera has been turned round and is pointing at this house in
birmingham , west midlands . the speed camera has not been working for more than two years [...]

Reference: speed camera discovered pointing at house in handsworth, birmingham . fixed cameras switched off across the
west midlands in spring of 2013 . site is not going to be part of a new trial using digital technology . obsolete camera may
now be taken down after engineers examine device .

Pmin = O: the bright yellow gatso had previously enforced the 30mph speed limit . the bright yellow gatso had previously
enforced the 30mph speed limit for motorists along the residential road in handsworth , birmingham . however , it has not
been working for two years after every single fixed device was switched off in the west midlands .

Pmin = 0.25: the bright yellow gatso had previously enforced the 30mph speed limit for motorists along the residential
road in handsworth , birmingham . it has not been working for more than two years after every single fixed device was
switched off in the west midlands . the speed camera has not been working for more than two years .

Pmin = 0.50: the bright yellow gatso had previously enforced the 30mph speed limit . it has not been working for more
than two years . it has not been working for more than two years after every single fixed device .

Pmin = 0.75: the bright yellow gatso had previously enforced the 30mph speed limit . it has not been working for more
than two years . it has not been working for more than two years . it has not been working for more than two years .
Pmin = 1: warning : graphic content . it is believed to have been in the past of the past two years . it is believed to have
been in the past of the past two years .

Table 3: Summaries generated for additional randomly selected articles from CNN/DailyMail with varying values
of pmin. Differences from the base model summary are highlighted in blue, while non-faithful text is highlighted
in red.
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Article Text: meaning ~ to watch a large number of television programmes ( especially all the shows from one series )
in succession ” , it reflects a marked change in viewing habits , due to subscription services like netflix . lexicographers
noticed that its usage was up 200 % on 2014 . other entries include dadbod , ghosting and clean eating . helen newstead ,
head of language content at collins , said : ” the rise in usage of * binge - watch ’ is clearly linked to the biggest sea change
in our viewing habits since the advent of the video recorder nearly 40 years ago . it s not uncommon for viewers to binge
- watch a whole season of programmes such as house of cards or breaking bad in just a couple of evenings - something that
, in the past , would have taken months - then discuss their binge - watching on social media . ” those partaking in binge -
watching run the risk of dadbod , one of ten in the word of the year list [...] the list of collins * words of the year offers a
fascinating snapshot of the ever - changing english language , ” said newstead . those words that remain popular could be
included in the next print edition of the collins english dictionary , due in 2018 .

Reference: collins english dictionary has chosen binge-watch as its 2015 word of the year.

Summary: binge - watch * binge - watch ’ binge - watch * binge - watch ’ binge - watch * binge - watch * binge - watch ’
binge - watch ’ binge - watch * binge - watch english language .

Summary with Coverage: the risk of binge - watch ’ binge - watch english language is ” clearly uncommon ', according
to a list of entries from the collins english media recorder of the year list .

Article Text: writing in her autobiography , she claimed the director ” threw himself ”” on top of her in the back of his
limousine and tried to kiss her . the actress described the encounter as ” an awful , awful moment ” . hedren added that
she did n’t tell anyone because ” sexual harassment and stalking were terms that did n’t exist ” in the early 1960s . she
continued : ” besides , he was alfred hitchcock [...] the actress , now 86 , made the claims in her autobiography tippi :
a memoir , which is published in november . she has spoken in the past about the director ’s alleged treatment of her ,
but has gone into more detail in the memoir . hedren described a later encounter in hitchcock ’s office where the director
” suddenly grabbed ” her and ” put his hands ” on her . she wrote : ” it was sexual , it was perverse , and it was ugly ,
and i could n’t have been more shocked and more repulsed .  [...] the actress said hitchcock then made her life difficult ,
refusing to submit her work for the oscar nominations or let her take on other acting roles while he still had her under
contract [...]

Reference: actress tippi hedren has claimed alfred hitchcock sexually harassed her while they worked together in the
1960s.

Summary: actress hitchcock hedren has said she was ” ugly ” to kiss her as an ” awful ” experience of sexual harassment
and stalking in the early hours of the year , saying she was ” ugly ” .

Summary with Coverage: actress hitchcock hitchcock , best known by the director of the oscar - winning director , has
died at the age of 86, the actress has announced on her return to the memoir .

Table 4: Summaries generated for additional randomly selected articles from XSum with varying values of ppyy.
Summaries with coverage enabled also included. Non-faithful text is highlighted in red

Appendix C. Explanatory p,., Model for XSum Dataset

Feature Set Feature ]
Summ. Model Entropies Hien -0.099
(R? = 0.476) Heopy 0.093
LM Entropies Histv 0.009
(R*=0.123) Hpurser 0.003
Hgram -0.013
Structural Features Degge (wi—1,w;) -0.005
(R? =0.049) Dot (w;) -0.001
NNPS -0.166
FW -0.162
UH -0.143
Part of Speech NNP -0.089
(R* =0.230) VBD 0.174
LS 0.179
VBN 0.178
WP$ 0.193

Full Model R?: 0.547

Table 5: Table of slope coefficients 3 in the full linear model of pye, in the XSum model. Reported below the name
of the feature set is the adjusted R? of a model fit only to that feature set. The eight part of speech tags with the
largest magnitude [ are reported. All reported 3 are significant via t-test (all p < 0.00001).
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