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Abstract

Among the various modes of communication

in social media, the use of Internet memes has

emerged as a powerful means to convey politi-

cal, psychological, and socio-cultural opinions.

Although memes are typically humorous in na-

ture, recent days have witnessed a proliferation

of harmful memes targeted to abuse various

social entities. As most harmful memes are

highly satirical and abstruse without appropri-

ate contexts, off-the-shelf multimodal models

may not be adequate to understand their under-

lying semantics. In this work, we propose two

novel problem formulations: detecting harm-

ful memes and the social entities that these

harmful memes target. To this end, we present

HarMeme, the first benchmark dataset, con-

taining 3, 544 memes related to COVID-19.

Each meme went through a rigorous two-stage

annotation process. In the first stage, we la-

beled a meme as very harmful, partially harm-

ful, or harmless; in the second stage, we fur-

ther annotated the type of target(s) that each

harmful meme points to: individual, orga-

nization, community, or society/general pub-

lic/other. The evaluation results using ten uni-

modal and multimodal models highlight the

importance of using multimodal signals for

both tasks. We further discuss the limitations

of these models and we argue that more re-

search is needed to address these problems.

1 Introduction

The growing popularity of social media has led to

the rise of multimodal content as a way to express

ideas and emotions. As a result, a brand new type

of message was born: meme. A meme is typically

formed by an image and a short piece of text on

top of it, embedded as part of the image. Memes

are typically innocent and designed to look funny.

WARNING: This paper contains meme examples and
words that are offensive in nature.

Over time, memes started being used for harm-

ful purposes in the context of contemporary politi-

cal and socio-cultural events, targeting individuals,

groups, businesses, and society as a whole. At

the same time, their multimodal nature and often

camouflaged semantics make their analysis highly

challenging (Sabat et al., 2019).

Meme analysis. The proliferation of memes

online and their increasing importance have led

to a growing body of research on meme analy-

sis (Sharma et al., 2020a; Reis et al., 2020; Pra-

manick et al., 2021). It has also been shown that

off-the-shelf multimodal tools may be inadequate

to unfold the underlying semantics of a meme as

(i) memes are often context-dependent, (ii) the vi-

sual and the textual content are often uncorrelated,

and (iii) meme images are mostly morphed, and the

embedded text is sometimes hard to extract using

standard OCR tools (Bonheme and Grzes, 2020).

The dark side of memes. Recently, there has

been a lot of effort to explore the dark side of

memes, e.g., focusing on hate (Kiela et al., 2020)

and offensive (Suryawanshi et al., 2020) memes.

However, the harm a meme can cause can be much

broader. For instance, the meme1 in Figure 1c is

neither hateful nor offensive, but it is harmful to the

media shown on the top left (ABC, CNN, etc.), as it

compares them to China, suggesting that they adopt

strong censorship policies. In short, the scope of

harmful meme detection is much broader, and it

may encompass other aspects such as cyberbully-

ing, fake news, etc. Moreover, harmful memes have

a target (e.g., news organization such as ABC and

CNN in our previous example), which requires sep-

arate analysis not only to decipher their underlying

semantics, but also to help with the explainability

of the detection models.

1In order to avoid potential copyright issues, all memes
we show in this paper are our own recreation of existing
memes, using images with clear licenses.
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(a) [0] (b) [2,0] (c) [1,1] (d) [2,2] (e) [2,3]

Figure 1: Examples from our HarMeme dataset. The labels are in the format [Intensity, Target]. For

Intensity, {0, 1, 2} correspond to harmless, partially harmful, and very harmful, respectively. For Target,

{0, 1, 2, 3} correspond to individual, organization, community, and society, respectively. Examples 1b and 1c are

harmful, but neither hateful, nor offensive. Example 1d is both harmful and offensive. Source (a); Source (b);

Source (c) 1, Source (c) 2, Source (c) 3; Source (d); Source (e) 1, Source (e) 2, Source (e) 3; License 1 License 2.

Our contributions. In this paper, we study

harmful memes, and we formulate two problems.

Problem 1 (Harmful meme detection): Given a

meme, detect whether it is very harmful, partially

harmful, or harmless. Problem 2 (Target iden-

tification of harmful memes): Given a harmful

meme, identify whether it targets an individual,

an organization, a community/country, or the soci-

ety/general public/others. To this end, we develop

a novel dataset, HarMeme, containing 3, 544 real

memes related to COVID-19, which we collected

from the web and carefully annotated. Figure 1

shows several examples of memes from our collec-

tion, whether they are harmful, as well as the types

of their targets. We prepare detailed annotation

guidelines for both tasks. We further experiment

with ten state-of-the-art unimodal and multimodal

models for benchmarking the two problems. Our

experiments demonstrate that a systematic combi-

nation of multimodal signals is needed to tackle

these problems. Interpreting the models further re-

veals some of the biases that the best multimodal

model exhibits, leading to the drop in performance.

Finally, we argue that off-the-shelf models are in-

adequate in this context and that there is a need for

specialized models

Our contributions can be summarized as follows:

• We study two new problems: (i) detecting

harmful memes and (ii) detecting their targets.

• We release a new benchmark dataset,

HarMeme, developed based on comprehen-

sive annotation guidelines.

• We perform initial experiments with state-of-

the-art textual, visual, and multimodal models

to establish the baselines. We further discuss

the limitations of these models.

Reproducibility. The full dataset and the source

code of the baseline models are available at

http://github.com/di-dimitrov/harmeme

The appendix contains the values of the hyper-

parameters and the detailed annotation guidelines.

2 Related Work

Below, we present an overview of the datasets and

the methods used for multimodal meme analysis.

Hate speech detection in memes. Sabat et al.

(2019) developed a collection of 5, 020 memes

for hate speech detection. Similarly, the Hate-

ful Memes Challenge by Facebook introduced a

dataset consisting of 10k+ memes, annotated as

hateful or non-hateful (Kiela et al., 2020). The

memes were generated artificially, so that they re-

semble real ones shared on social media, along

with “benign confounders.” As part of this chal-

lenge, an array of approaches with different archi-

tectures and features have been tried, including Vi-

sual BERT, ViLBERT, VLP, UNITER, LXMERT,

VILLA, ERNIE-Vil, Oscar and other Transform-

ers (Li et al., 2019; Su et al., 2020; Zhou et al.,

2020; Tan and Bansal, 2019; Gan et al., 2020; Yu

et al., 2021; Li et al., 2020; Vaswani et al., 2017;

Lippe et al., 2020; Zhu, 2020; Muennighoff, 2020).

Other approaches include multimodal feature aug-

mentation and cross-modal attention mechanism

using inferred image descriptions (Das et al., 2020;

Sandulescu, 2020; Zhou and Chen, 2020), as well

as up-sampling confounders and loss re-weighting

to complement multimodality (Lippe et al., 2020),

web entity detection along with fair face classifi-

cation (Karkkainen and Joo, 2021) from memes

(Zhu, 2020), cross-validation ensemble learning

and semi-supervised learning (Zhong, 2020) to im-

prove robustness.

https://i.imgur.com/OeiN8Ou.png
https://i.imgur.com/pJwKyfi.jpeg
https://i.imgur.com/oZJM1W9.png
https://i.imgur.com/ji4e16Z.jpeg
https://i.imgur.com/zI29ADd.png
https://i.imgur.com/i8PFAwg.jpeg
https://i.imgur.com/RUicIXl.jpg
https://i.imgur.com/zI29ADd.png
https://search.creativecommons.org/photos/5756062d-7ddd-413c-be51-e18572a6ca38
https://imgur.com/tos
https://creativecommons.org/licenses/by-sa/2.0/deed.en
http://github.com/di-dimitrov/harmeme
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Meme sentiment/emotion analysis. Hu and

Flaxman (2018) developed the TUMBLR dataset

for emotion analysis, consisting of image–text pairs

along with associated tags, by collecting posts from

the TUMBLR platform. Thang Duong et al. (2017)

prepared a multimodal dataset containing images,

titles, upvotes, downvotes, #comments, etc., all col-

lected from Reddit. Recently, SemEval-2020 Task

9 on Memotion Analysis (Sharma et al., 2020a)

introduced a dataset of 10k memes, annotated with

sentiment, emotions, and emotion intensity. Most

participating systems in this challenge used fu-

sion of visual and textual features computed using

models such as Inception, ResNet, CNN, VGG-16

and DenseNet for image representation (Morishita

et al., 2020; Sharma et al., 2020b; Yuan et al., 2020),

and BERT, XLNet, LSTM, GRU and DistilBERT

for text representation (Liu et al., 2020; Gundapu

and Mamidi, 2020). Due to class imbalance in

the dataset, approaches such as GMM and Train-

ing Signal Annealing (TSA) were also found useful.

Morishita et al. (2020); Bonheme and Grzes (2020);

Guo et al. (2020); Sharma et al. (2020b) proposed

ensemble learning, whereas Gundapu and Mamidi

(2020); De la Peña Sarracén et al. (2020) and sev-

eral others used multimodal approaches. A few

others leveraged transfer-learning using pre-trained

models such as BERT (Devlin et al., 2019), VGG-

16 (Simonyan and Zisserman, 2015), and ResNet

(He et al., 2016). Finally, state-of-the-art results

for all three tasks —sentiment classification, emo-

tion classification and emotion quantification on

this dataset,— were reported by Pramanick et al.

(2021), who proposed a deep neural model that

combines sentence demarcation and multi-hop at-

tention. They also studied the interpretability of the

model using the LIME framework (Ribeiro et al.,

2016).

Meme propagation. Dupuis and Williams

(2019) surveyed personality traits of social media

users who are more active in spreading misinfor-

mation in the form of memes. Crovitz and Moran

(2020) studied the characteristics of memes as a

vehicle for spreading potential misinformation and

disinformation. Zannettou et al. (2020a) discussed

the quantitative aspects of large-scale dissemina-

tion of racist and hateful memes among polarized

communities on platforms such as 4chan’s /pol/.

Ling et al. (2021) examined the artistic compo-

sition and the aesthetics of memes, the subjects

they communicate, and the potential for virality.

Based on this analysis, they manually annotated

50 memes as viral vs. non-viral. Zannettou et al.

(2020b) analyzed the “Happy merchant” memes

and showed how online fringe communities influ-

ence their spread to mainstream social networking

platforms. They reported reasonable agreement for

most manually annotated labels, and established a

characterization for meme virality.

Other studies on memes. Reis et al. (2020)

built a dataset of memes related to the 2018 and

the 2019 election in Brazil (34k images, 17k users)

and India (810k images, 63k users) with focus on

misinformation. Another dataset of 950 memes

targeted the propaganda techniques used in memes

(Dimitrov et al., 2021a), which was also featured

as a shared that at SemEval-2021 (Dimitrov et al.,

2021b). Leskovec et al. (2009) introduced a dataset

of 96 million memes collected from various links

and blog posts between August 2008 and April

2009 for tracking the most frequently appearing

stories, phrases, and information. Topic modeling

of textual and visual cues of hate and racially abu-

sive multi-modal content over sites such as 4chan

was studied for scenarios that leverage genetic test-

ing to claim superiority over minorities (Mittos

et al., 2020). Zannettou et al. (2020a) examined the

content of meme images and online posting activi-

ties to identify the probability of occurrence of one

event in a specific background process, affecting

the occurrence of other events in the rest of the pro-

cesses, also known as Hawkes process (Hawkes,

1971), within the context of online posting of trolls.

Wang et al. (2020) observed that fauxtographic con-

tent tends to attract more attention, and established

how such content becomes a meme in social media.

Finally, there is a recent survey on multi-modal

disinformation detection (Alam et al., 2021).

Differences with existing studies. Hate speech

detection in multimodal memes (Kiela et al., 2020)

is the closest work to ours. However, we are sub-

stantially different from it and from other related

studies as (i) we deal with harmful meme detec-

tion, which is a more general problem than hateful

meme detection; (ii) along with harmful meme de-

tection, we also identify the entities that the harm-

ful meme targets; (iii) our HarMeme comprises

real-world memes posted on the web as opposed

to using synthetic memes as in (Kiela et al., 2020);

and (iv) we present a unique dataset and bench-

mark results for harmful meme detection and for

identifying the target of harmful memes.
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3 Harmful Meme: Definition

Here, we define harmful memes as follows: multi-

modal units consisting of an image and a piece of

text embedded that has the potential to cause harm

to an individual, an organization, a community, or

the society more generally. Here, harm includes

mental abuse, defamation, psycho-physiological

injury, proprietary damage, emotional disturbance,

and compensated public image.

Harmful vs. hateful/offensive. Harmful is a

more general term than offensive and hateful: of-

fensive and hateful memes are harmful, but not all

harmful memes are offensive or hateful. For in-

stance, the memes in Figures 1b and 1c are neither

offensive nor hateful, but harmful to Donald Trump

and to news media such as CNN, respectively. Of-

fensive memes typically aim to mock or to bully a

social entity. A hateful meme contains offensive

content that targets an entity (e.g., an individual, a

community, or an organization) based on its per-

sonal/sensitive attributes such as gender, ethnicity,

religion, nationality, sexual orientation, color, race,

country of origin, and/or immigration status. The

harmful content in a harmful meme is often cam-

ouflaged and might require critical judgment to

establish its potencial to do hard. Moreover, the so-

cial entities attacked or targeted by harmful memes

can be any individual, organization, or community,

as opposed to hateful memes, where entities are

attacked based on personal attributes.

4 Dataset

Below, we describe the data collection, the anno-

tation process and the guidelines, and we give de-

tailed statistics about the HarMeme dataset.

4.1 Data Collection and Deduplication

To collect potentially harmful memes in the con-

text of COVID-19, we searched using different

services, mainly Google Image Search. We used

keywords such as Wuhan Virus Memes, US Elec-

tion and COVID Memes, COVID Vaccine Memes,

Work From Home Memes, Trump Not Wearing

Mask Memes. We then used an extension2 of

Google Chrome to download the memes. We fur-

ther scraped various publicly available groups on

Instagram for meme collection. Note that, adher-

ing to the terms of social media, we did not use

content from any private/restricted pages.

2http://download-all-images.

mobilefirst.me/

Figure 2: Statistics about the HarMeme dataset. On

the left, we show the distribution by source, while on

the right, we show the percentage of memes collected

by corresponding keywords in Google Image Search.

Unlike the Hateful Memes Challenge (Kiela

et al., 2020), which used synthetically generated

memes, our HarMeme dataset contains original

memes that were actually shared in social media.

As all memes were gathered from real sources, we

maintained strict filtering criteria3 on the resolution

of meme images and on the readability of the meme

text during the collection process. We ended up

collecting 5, 027 memes. However, as we collected

memes from independent sources, we had some du-

plicates. We thus used two efficient de-duplication

repositories4 5 sequentially, and we preserved the

memes with the highest resolution from each group

of duplicates. We removed 1, 483 duplicate memes,

thus ending up with a dataset of 3, 544. Although

we tried to collect only harmful memes, the dataset

contained memes with various levels of harmful-

ness, which we manually labeled during the an-

notation process, as discussed in Section 4.3. We

further used Google’s OCR Vision API6 to extract

the textual content of each meme.

4.2 Annotation Guidelines

As discussed in Section 3, we consider a meme

as harmful only if it is implicitly or explicitly in-

tended to cause harm to an entity, depending on the

personal, political, social, educational or industrial

background of that entity. The intended harm can

be expressed in an obvious manner such as by abus-

ing, offending, disrespecting, insulting, demeaning,

or disregarding the entity or any sociocultural or

political ideology, belief, principle, or doctrine as-

sociated with that entity. Likewise, the harm can

also be in the form of a more subtle attack such as

mocking or ridiculing a person or an idea.

3Details are given in Appendix B.3.
4gitlab.com/opennota/findimagedupes
5http://github.com/arsenetar/dupeguru
6http://cloud.google.com/vision

http://download-all-images.mobilefirst.me/
http://download-all-images.mobilefirst.me/
http://github.com/arsenetar/dupeguru
http://cloud.google.com/vision
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We asked the annotators to label the intensity

of the harm as harmful or partially harmful, de-

pending upon the context and the ingrained expli-

cation of the meme. Moreover, we formally defined

four different classes of targets and compiled well-

defined guidelines7 that the annotators adhered to

while manually annotating the memes. The four

target entities are as follows (c.f. Figure 1):

1. Individual: A person, usually a celebrity

(e.g., a well-known politician, an actor, an

artist, a scientist, an environmentalist, etc.

such as Donald Trump, Joe Biden, Vladimir

Putin, Hillary Clinton, Barack Obama, Chuck

Norris, Greta Thunberg, Michelle Obama).

2. Organization: An organization is a group of

people with a particular purpose, such as a

business, a governmental department, a com-

pany, an institution or an association, compris-

ing more than one person, and having a partic-

ular purpose, such as research organizations

(e.g., WTO, Google) and political organiza-

tions (e.g., the Democratic Party).

3. Community: A community is a social unit

with commonalities based on personal, profes-

sional, social, cultural, or political attributes

such as religious views, country of origin, gen-

der identity, etc. Communities may share a

sense of place situated in a given geographi-

cal area (e.g., a country, a village, a town, or

a neighborhood) or in virtual space through

communication platforms (e.g., online forums

based on religion, country of origin, gender).

4. Society: When a meme promotes conspira-

cies or hate crimes, it becomes harmful to the

general public, i.e., to the entire society.

During the process of collection and annotation,

we rejected memes based on the following four

criteria: (i) the meme text is in code-mixed or non-

English language; (ii) the meme text is not readable

(e.g., blurry text, incomplete text, etc.); (iii) the

meme is unimodal, containing only textual or vi-

sual content; (iv) the meme contains cartoons (we

added this last criterion as cartoons can be hard to

analyze by AI systems).

7More details of the annotation guidelines are presented
in Appendix B.

(a) Annotation interface

(b) Consolidation interface

Figure 3: Snapshot of the PyBossa GUI used for anno-

tation and consolidation.

4.3 Annotation Process

For the annotation process, we had 15 annotators,

including professional linguists and researchers in

Natural Language Processing (NLP): 10 of them

were male and the other 5 were female, and their

age ranged between 24–45 years. We used the

PyBossa8 crowdsourcing framework for our anno-

tations (c.f. Figure 3). We split the annotators into

five groups of three people, and each group anno-

tated a different subset of the data. Each annotator

spent about 8.5 minutes on average to annotate one

meme. At first, we trained our annotators with

the definition of harmful memes and their targets,

along with the annotation guidelines. To achieve

quality annotation, our main focus was to make

sure that the annotators were able to understand

well what harmful content is and how to differ-

entiate it from humorous, satirical, hateful, and

non-harmful content.

8http://pybossa.com/

http://pybossa.com/
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Phase Annotators κ

Harmful

meme

detection

Trial

Annotation

α1 α2 0.29

α1 α3 0.34

α2 α3 0.26

Final

Annotation

α1 α2 0.67

α1 α3 0.75

α2 α3 0.72

Target

identification

Trial

Annotation

α1 α2 0.35

α1 α3 0.38

α2 α3 0.39

Final

Annotation

α1 α2 0.77

α1 α3 0.83

α2 α3 0.79

Table 1: Cohen’s κ agreement during different phases

of annotation for each task: harmful meme detection

(3-class classification) and target identification (4-class

classification) of harmful memes.

Dry run. We conducted a dry run on a subset

of 200 memes, which helped the annotators under-

stand well the definitions of harmful memes and

targets, as well as to eliminate the uncertainties

about the annotation guidelines. Let αi be a single

annotator. For the preliminary data, we computed

the inter-annotator agreement in terms of Cohen’s

κ (Bobicev and Sokolova, 2017) for three randomly

chosen annotators α[1,2,3] for each meme for both

tasks. The results are shown in Table 1. We can

see that the score is low for both tasks (0.295 and

0.373), which is expected for the initial dry run.

With the progression of the annotation phases, we

observed much higher agreement, thus confirming

that the dry run helped to train the annotators.

Final annotation. After the dry run, we started

the final annotation process. Figure 3a shows an

example annotation of the PyBossa annotation plat-

form. We asked the annotators to check whether a

given meme falls under the four rejection criteria

as given in the annotation guidelines. After con-

firming the validity of the meme, it was rated by

three annotators for both tasks.

Consolidation. In the consolidation phase, for

high agreements, we used majority voting to decide

the final label, and we added a fourth annotator oth-

erwise. Table 2 shows statistics about the labels

and the data splits. After the final annotation, Co-

hen’s κ increased to 0.695 and 0.797 for the two

tasks, which is moderate and high agreement, re-

spectively. These scores show the difficulty and the

variability in gauging the harmfulness by human

experts. For example, we found memes where two

annotators independently chose partially harmful,

but the third annotator annotated it as very harmful.

4.4 Lexical Analysis of HarMeme

Figure 4 shows the length distribution of the meme

text for both tasks, and Table 3 shows the top-5

most frequent words in the union of the validation

and the test sets. We can see that names of politi-

cians and words related to COVID-19 are frequent

in very harmful and partially harmful memes. For

the target of the harmful memes, we notice the

presence of various class-specific words such as

president, trump, obama, china. These words often

incorporate bias in the machine learning models,

which makes the dataset more challenging and diffi-

cult to learn from (see Section 6.4 for more detail).

5 Benchmarking HarMeme dataset

We provide benchmark evaluations on HarMeme

with a variety of state-of-the-art unimodal textual

models, unimodal visual models, and models us-

ing both modalities. Except for unimodal visual

models, we use MMF (Multimodal Framework)9

to conduct the necessary experiments.

5.1 Unimodal Models

✄ Text BERT: We use textual BERT (Devlin et al.,

2019) as the unimodal text-only model.

✄ VGG19, DenseNet, ResNet, ResNeXt: For the

unimodal visual-only models, we used four dif-

ferent well-known models – VGG19 (Simonyan

and Zisserman, 2015), DenseNet-161 (Huang et al.,

2017), ResNet-152 (He et al., 2016), and ResNeXt-

101 (Xie et al., 2017) pre-trained on the ImageNet

(Deng et al., 2009) dataset. We extracted the feature

maps from the last pooling layer of each architec-

ture and fed them to a fully connected layer.

5.2 Multimodal Models

✄ Late Fusion: This model uses the mean score

of pre-trained unimodal ResNet-152 and BERT.

✄ Concat BERT: It concatenates the features ex-

tracted by pre-trained unimodal ResNet-152 and

text BERT, and uses a simple MLP as the classifier.

✄ MMBT: Supervised Multimodal Bitransformers

(Kiela et al., 2019) is a multimodal architecture that

inherently captures the intra-modal and the inter-

modal dynamics within various input modalities.

✄ ViLBERT CC: Vision and Language BERT

(ViLBERT) (Lu et al., 2019), trained on an interme-

diate multimodal objective (Conceptual Captions)

(Sharma et al., 2018), is a strong model with task-

agnostic joint representation of image + text.

9github.com/facebookresearch/mmf
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Figure 4: Histogram of the length of the meme’ text for each class: for harmfulness on the left, and for the target

of harmful memes on the right.

#Memes
Harmfulness

#Memes
Target

Very Harmful Partially Harmful Harmless Individual Organization Community Society

Train 3,013 182 882 1,949 1,064 493 66 279 226

Validation 177 10 51 116 61 29 3 16 13

Test 354 21 103 230 124 59 7 32 26

Total 3,544 213 1,036 2,295 1,249 582 75 327 265

Table 2: Statistics about the HarMeme dataset. The memes belonging to the very harmful and the partially harmful

categories are annotated with one of the following four targets: individual, organization, community, or society.

Harmfulness Target

Very Harmful Partially Harmful Harmless Individual Organization Community Society

mask (0.0512) trump (0.0642) you (0.0264) trump (0.0541) deadline (0.0709) china (0.0665) mask (0.0441)

trump (0.0404) president (0.0273) home (0.0263) president (0.0263) associated (0.0709) chinese (0.0417) vaccine (0.0430)

wear (0.0385) obama (0.0262) corona (0.0251) donald (0.0231) extra (0.0645) virus (0.0361) alcohol (0.0309)

thinks (0.0308 donald (0.0241) work (0.0222) obama (0.0217) ensure (0.0645) wuhan (0.0359) temperatures (0.0309)

killed (0.0269) virus (0.0213) day (0.0188) covid (0.0203) qanon (0.0600) cases (0.0319) killed (0.0271)

Table 3: Top-5 most frequent words per class. The tf-idf score per word is given within parenthesis.

✄ Visual BERT COCO: Visual BERT (V-BERT)

(Li et al., 2019) pre-trained on the multimodal

COCO dataset (Lin et al., 2014) is another strong

multimodal model used for a broad range of vision

and language tasks.

6 Experimental Results

Below, we report the performance of the models

described in the previous section for each of the

two tasks. We further discuss some biases that

negatively impact performance. Appendix A gives

additional details about training and the values of

the hyper-parameters we used in our experiments.

Evaluation measures We used six evaluation

measures: Accuracy, Precision, Recall, Macro-

averaged F1, Mean Absolute Error (MAE), and

Macro-Averaged Mean Absolute Error (MMAE)

(Baccianella et al., 2009). For the first four mea-

sures, higher values are better, while for the last

two, lower values are better. Since the test set is

imbalanced, measures like macro F1 and MMAE

are more relevant.

6.1 Harmful Meme Detection

Table 4 shows the results for the harmful meme de-

tection task. We start our experiments by merging

the very hateful and the partially hateful classes,

thus turning the problem into an easier binary clas-

sification. Afterwards, we perform the 3-class clas-

sification task. Since the test set is imbalanced, the

majority class baseline achieves 64.76% accuracy.

We observe that the unimodal visual models per-

form only marginally better than the majority class

baseline, which indicates that they are insufficient

to learn the underlying semantics of the memes.

Moving down the table, we see that the unimodal

text model is marginally better than the visual mod-

els. Then, for multimodal models, the performance

improves noticeably, and more sophisticated fu-

sion techniques yield better results. We also notice

the effectiveness of multimodal pre-training over

unimodal pre-training, which supports the recent

findings by Singh et al. (2020). While both ViL-

BERT CC and V-BERT COCO perform similarly,

the latter achieves better Macro F1 and MMAE,

which are the most relevant measures.
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Modality Model

Harmful Meme Detection

2-Class Classification 3-Class Classification

Acc ↑ P ↑ R ↑ F1 ↑ MAE ↓ MMAE ↓ Acc ↑ P ↑ R ↑ F1 ↑ MAE ↓ MMAE ↓

Human† 90.68 84.35 84.19 83.55 0.1760 0.1723 86.10 67.35 65.84 65.10 0.2484 0.4857

Majority 64.76 32.38 50.00 39.30 0.3524 0.5000 64.76 21.58 33.33 26.20 0.4125 1.0

Text Only TextBERT 70.17 65.96 66.38 66.25 0.3173 0.2911 68.93 48.49 49.15 48.72 0.3250 0.5591

Image Only

VGG19 68.12 60.25 61.23 61.86 0.3204 0.3190 66.24 40.95 44.02 41.76 0.3198 0.6487

DenseNet-161 68.42 61.08 62.10 62.54 0.3202 0.3125 65.21 41.88 44.25 42.15 0.3102 0.6326

ResNet-152 68.74 61.86 62.89 62.97 0.3188 0.3114 65.29 41.95 44.32 43.02 0.3047 0.6264

ResNeXt-101 69.79 62.32 63.26 63.68 0.3175 0.3029 66.55 42.62 44.87 43.68 0.3036 0.6499

Image + Text

(Unimodal Pre-training)

Late Fusion 73.24 70.28 70.36 70.25 0.3167 0.2927 66.67 44.96 50.02 45.06 0.3850 0.6077

Concat BERT 71.82 71.58 72.23 71.82 0.3033 0.3156 65.54 42.29 45.42 43.37 0.3881 0.5976

MMBT 73.48 68.89 68.95 67.12 0.3101 0.3258 68.08 51.72 51.94 50.88 0.3403 0.6474

Image + Text

(Multimodal Pre-training)

ViLBERT CC 78.53 78.62 81.41 78.06 0.2279 0.1881 75.71 48.89 49.21 48.82 0.2763 0.5329

V-BERT COCO 81.36 79.55 81.19 80.13 0.1972 0.1857 74.01 56.35 54.79 53.85 0.3063 0.5303

Table 4: Performance for harmful meme detection. For two-class classification, we merge very harmful and

partially harmful into a single class. † This row reports the human accuracy on the test set.

Modality Model
Target Identification of Harmful Memes

Acc ↑ P ↑ R ↑ F1 ↑ MAE ↓ MMAE ↓

Human† 87.55 82.28 84.15 82.01 0.7866 0.3647

Majority 46.60 11.65 25.00 15.89 1.2201 1.5000

Text (T) only TextBERT 69.35 55.60 54.37 55.60 1.1612 0.8988

Image (I) only

VGG19 63.48 53.85 54.02 53.60 1.1687 1.0549

DenseNet-161 64.52 53.96 53.95 53.51 1.1655 1.0065

ResNet-152 65.75 54.25 54.13 53.78 1.1628 1.0459

ResNeXt-101 65.82 54.47 54.20 53.95 1.1616 0.9277

I + T (Unimmodal

Pre-training)

Late Fusion 72.58 58.43 58.83 58.43 1.1476 0.6318

Concat BERT 67.74 54.79 49.65 49.77 1.1377 0.8879

MMBT 72.58 58.43 58.83 58.35 1.1476 0.6318

I + T (Multimodal

Pre-training)

ViLBERT CC 72.58 59.92 55.78 57.17 1.1671 0.8035

V-BERT COCO 75.81 66.29 69.09 65.77 1.1078 0.5036

Table 5: Performance for target identification of harm-

ful memes (†human accuracy on the test set).

6.2 Target Identification for Harmful Memes

Table 5 shows the results for the target identifi-

cation task. This is an imbalanced 4-class classi-

fication problem, and the majority class baseline

yields 46.60% accuracy. The unimodal models per-

form relatively better here, achieving 63%− 70%

accuracy; their F1 Macro and MMAE scores are

also above the majority class. However, the overall

performance of the unimodal models is poor. In-

corporating multimodal signals with fine-grained

fusion improves the results substantially, and ad-

vanced multimodal fusion techniques with multi-

modal pre-training perform much better than sim-

ple late fusion with unimodal pre-training. More-

over, V-BERT COCO outperforms ViLBERT CC

by 8% of F1 score and by nearly 0.3 of MMAE.

6.3 Human Evaluation

To understand how human subjects perceive these

tasks, we further hired a different set of experts

(not the annotators) to label the test set. We ob-

served 86% − 91% accuracy on average for both

tasks, which is much higher than V-BERT, the best-

performing model. This shows that their is a po-

tential for enriched multimodal models that better

understand the ingrained semantics of the memes.

(a) Very harmful meme (b) LIME output - image

(c) LIME output - text

(d) Harmless meme (e) LIME output - image

Figure 5: Example of explanation by LIME on both

visual and textual modalities and visualization of bias

in V-BERT for both tasks.

6.4 Side-by-side Diagnostics and Anecdotes

Since the HarMeme dataset was compiled of

memes related to COVID-19, we expected that

models with enriched contextual knowledge and

sophisticated technique would have superior per-

formance. Thus, to comprehend the interpretability

of V-BERT (the best model), we used LIME (Lo-

cally Interpretable Model-Agnostic Explanations)

(Ribeiro et al., 2016), a consistent model-agnostic

explainer to interpret the predictions.
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We chose two memes from the test set to analyze

the potential explanability of V-BERT. The first

meme, which is shown in Figure 5a, was manually

labeled as very harmful, and V-BERT successfully

classified it, with prediction probabilities of 0.651,

0.260, and 0.089 corresponding to the very harm-

ful, the partially harmful, and the harmless classes

respectively. Figure 5b highlights the most con-

tributing super-pixels to the very harmful (green)

class. As expected, the face of Donald Trump,

as highlighted by the green pixels, prominently

contributed to the prediction. Figure 5c demon-

strates the contribution of different meme words

to the model prediction. We can see that words

like CORONA and MASK have significant contribu-

tions to the very harmful class, thus supporting the

lexical analysis of HarMeme as shown in Table 3.

The second meme, which is shown in Figure 5d,

was manually labeled as harmless, but V-BERT in-

correctly predicted it to be very harmful. Figure 5e

shows that, similarly to the previous example, the

face of Donald Trump contributed to the prediction

of the model. We looked closer into our dataset,

and we found that it contained many memes with

the image of Donald Trump, and that the majority

of these memes fall under the very harmful category

and targeted and individual. Therefore, instead of

leaning the underlying semantics of one particular

meme, the model easily got biased by the presence

of Donald Trump’s image and blindly classified the

meme as very harmful.

7 Conclusion and Future Work

We presented HarMeme, the first large-scale

benchmark dataset, containing 3,544 memes, re-

lated to COVID-19, with annotations for degree of

harmfulness (very harmful, partially harmful, or

harmless), as well as for the target of the harm (an

individual, an organization, a community, or soci-

ety). The evaluation results using several unimodal

and multimodal models highlighted the importance

of modeling the multimodal signal (for both tasks)

—(i) detecting harmful memes and (ii) detecting

their targets—, and indicated the need for more

sophisticated methods. We also analyzed the best

model and identified its limitations.

In future work, we plan to design new multi-

modal models and to extend HarMeme with exam-

ples from other topics, as well as to other languages.

Alleviating the biases in the dataset and in the mod-

els are other important research directions.

Ethics and Broader Impact

User Privacy. Our dataset only includes memes

and it does not contain any user information.

Biases. Any biases found in the dataset are un-

intentional, and we do not intend to do harm to

any group or individual. We note that determining

whether a meme is harmful can be subjective, and

thus it is inevitable that there would be biases in

our gold-labeled data or in the label distribution.

We address these concerns by collecting examples

using general keywords about COVID-19, and also

by following a well-defined schema, which sets

explicit definitions during annotation. Our high

inter-annotator agreement makes us confident that

the assignment of the schema to the data is correct

most of the time.

Misuse Potential. We ask researchers to be

aware that our dataset can be maliciously used to

unfairly moderate memes based on biases that may

or may not be related to demographics and other in-

formation within the text. Intervention with human

moderation would be required in order to ensure

that this does not occur.

Intended Use. We present our dataset to encour-

age research in studying harmful memes on the

web. We distribute the dataset for research pur-

poses only, without a license for commercial use.

We believe that it represents a useful resource when

used in the appropriate manner.

Environmental Impact. Finally, we would also

like to warn that the use of large-scale Transform-

ers requires a lot of computations and the use

of GPUs/TPUs for training, which contributes to

global warming (Strubell et al., 2019). This is a bit

less of an issue in our case, as we do not train such

models from scratch; rather, we fine-tune them on

relatively small datasets. Moreover, running on a

CPU for inference, once the model has been fine-

tuned, is perfectly feasible, and CPUs contribute

much less to global warming.
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A Implementation Details and

Hyper-Parameter Values

We trained all the models using the Pytorch frame-

work on an NVIDIA Tesla T4 GPU with 16 GB of

dedicated memory and with CUDA-10 and cuDNN-

11 installed. For the unimodal models, we imported

all the pre-trained weights from the TORCHVI-

SION.MODELS10 subpackage of PyTorch. We ini-

tialized the non pre-trained weights randomly with

a zero-mean Gaussian distribution with a standard

deviation of 0.02. To minimize the impact of the

label imbalance in the loss calculation, we assigned

larger weights to the minority class. We trained our

models using the Adam optimizer (Kingma and Ba,

2014) and the negative log-likelihood loss as the

objective function. Table A.1 gives the values of

all hyper-parameters we used for training.

We trained the models end-to-end for the two

classification tasks, i.e., the memes that were clas-

sified as Very Harmful or Partially Harmful in the

first classification stage were sent to the second

stage for target identification.

B Annotation Guidelines

B.1 What do we mean by harmful memes?

The entrenched meaning of harmful memes is

targeted towards a social entity (e.g., an individ-

ual, an organization, a community, etc.), likely

to cause calumny/vilification/defamation depend-

ing on their background (bias, social background,

educational background, etc.). The harm caused

by a meme can be in the form of mental abuse,

psycho-physiological injury, proprietary damage,

emotional disturbance, compensated public image.

A harmful meme typically attacks celebrities or

well-known organizations, with the intent to ex-

pose their professional demeanor.

Characteristics of harmful memes:

• Harmful memes may or may not be offensive,

hateful, or biased in nature.

• Harmful memes expose vices, allegations, and

other negative aspects of an entity based on veri-

fied or unfounded claims or mocks.

• Harmful memes leave an open-ended connota-

tion to the word community, including antisocial

communities such as terrorist groups.

10http://pytorch.org/docs/stable/torchvision/models.html

• The harmful content in harmful memes is often

implicit and might require critical judgment to

establish its potential to do harm.

• Harmful memes can be classified at multiple lev-

els, based on the intensity of the harm they could

cause, e.g., very harmful or partially harmful.

• One harmful meme can target multiple individ-

uals, organizations, and/or communities at the

same time. In that case, we asked the annotators

to go with the best personal judgment.

• Harm can be expressed in the form of sarcasm

and/or political satire. Sarcasm is praise that is

actually an insult; sarcasm generally involves

malice, the desire to put someone down. On the

other hand, satire is the ironical exposure of the

vices or the follies of an individual, a group, an

institution, an idea, the society, etc., usually with

the aim to correcting it.

B.2 What is the difference between

organization and community?

An organization is a group of people with a partic-

ular purpose, such as a business or a government

department. Examples include a company, an insti-

tution, or an association comprising one or more

people with a particular purpose, e.g., a research

organization, a political organization, etc.

On the other hand, a community is a social unit

(a group of living things) with a commonality such

as norms, religion, values, ideology customs, or

identity. Communities may share a sense of place

situated in a given geographical area (e.g., a coun-

try, a village, a town, or a neighborhood) or in the

virtual space through communication platforms.

B.3 When do we reject a meme?

We apply the following rejection criteria during the

process of data collection and annotation:

1. The meme’s text is code-mixed or not in En-

glish.

2. The meme’s text is not readable. (e.g., blurry

text, incomplete text, etc.)

3. The meme is unimodal in nature, containing

only textual or only visual content.

4. The meme contains a cartoon.

Figure B.1 shows some rejected memes.
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Models
Hyper-parameters

Batch Size Epochs Learning Rate Image Encoder Text Encoder #Parameters

U
n

im
o
d

a
l

TextBERT 16 100 0.001 - Bert-base-uncased 110,683,414

VGG19 64 200 0.01 VGG19 - 138,357,544

DenseNet-161 32 200 0.01 DenseNet-161 - 28,681,538

ResNet-152 32 300 0.01 ResNet-152 - 60,192,808

ResNeXt-101 32 300 0.01 ResNeXt-101 - 83,455,272

M
u

ltim
o
d

a
l

Late Fusion 16 200 0.0001 ResNet-152 Bert-base-uncased 170,983,752

Concat BERT 16 200 0.001 ResNet-152 Bert-base-uncased 170,982,214

MMBT 16 200 0.001 ResNet-152 Bert-base-uncased 169,808,726

ViLBERT CC 16 100 0.001 Faster RCNN Bert-base-uncased 112,044,290

V-BERT COCO 16 100 0.001 Faster RCNN Bert-base-uncased 247,782,404

Table A.1: The values of the hyper-parameters of all our models.

(a) Non-English (Hindi) meme.
Source License

(b) Unreadable meme. Source
License

(c) Meme with a cartoon.
Source License

(d) Meme without textual
modality. Source License

(e) Meme without visual modality. Source
License

Figure B.1: Examples of memes that we rejected dur-

ing the process of data collection and annotation.
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